
Vol.:(0123456789)

Requirements Engineering (2024) 29:371–402 
https://doi.org/10.1007/s00766-024-00422-5

ORIGINAL ARTICLE

A splash of color: a dual dive into the effects of EVO 
on decision‑making with goal models

Yesugen Baatartogtokh1  · Irene Foster1  · Alicia M. Grubb1 

Received: 7 December 2023 / Accepted: 4 June 2024 / Published online: 8 July 2024 
© The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2024

Abstract
Recent approaches have investigated assisting users in making early trade-off decisions when the future evolution of project 
elements is uncertain. These approaches have demonstrated promise in their analytical capabilities; yet, stakeholders have 
expressed concerns about the readability of the models and resulting analysis, which builds upon Tropos. Tropos is based 
on formal semantics enabling automated analysis; however, this creates a problem of interpreting evidence pairs. The aim 
of our broader research project is to improve the process of model comprehension and decision-making by improving how 
analysts interpret and make decisions. We extend and evaluate a prior approach, called EVO, which uses color to visualize 
evidence pairs. In this article, we explore the effectiveness of EVO with and without the impacts of tooling through a two-
phased empirical study. All subjects in both phases were untrained modelers, given training at study time. First, we conduct 
an experiment to measure any effect of using colors to represent evidence pairs. Second, we explore how subjects engage in 
decision-making activities (with or without color) through a user study. We find that the EVO color visualization significantly 
improves the speed of model comprehension and is perceived as helpful by study subjects.
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1 Introduction

Goal-oriented requirements engineering (GORE) aims to 
assist individuals to make decisions about their projects. 
To do so, analysts create models consisting of actors and 
intentions (e.g., goals, tasks), as well as connections between 
them. These models can then be evaluated for a given sce-
nario by placing a label on each intention of interest to the 
user. In the domain of qualitative evaluations of goal mod-
els, there are multiple methods for evaluating intentions. For 
example, iStar and GRL use visual labels (e.g., checkmarks 
and Xs), while Tropos uses evidence pairs (e.g., (F, P)). In 
comparing these approaches, the visual labels in iStar are 
more understandable to end-users but lack formal semantics, 
while the evidence pairs in Tropos allow for automation but 
are hard for users to understand.

This tension between model comprehension and auto-
mated analysis is further exacerbated by evaluating models 

over time [3, 20] and with families of models [1], where 
users evaluate collections of models. Given the potential 
for automating analysis of goal models [30] and connect-
ing them with downstream activities [25], the broader aim 
of this research program is to improve the cognitive effec-
tiveness [33] of Tropos evidence pairs, making them more 
accessible to end-users.

The comprehensibility of Tropos models has already been 
investigated in the literature. Hadar et al. compared Tropos 
and Use Case models and found that Tropos models seem to 
be more comprehensible with respect to some requirements 
analysis tasks, although Tropos models were found to be 
more time consuming [23]. In a replication of Hadar et al. 
’s work, Siqueira found no difference in model comprehen-
sibility and effort between Tropos and Use Case models, 
when those models have equivalent complexity [42]. While 
an important foundation, this work is tangential to our inves-
tigation because we are interested in improving the compre-
hensibility of Tropos relative to itself, rather than comparing 
it to other approaches.

In prior work, Grubb and Chechik developed automated 
analysis techniques for Tropos models with evolution-
ary information [22]. Building on this framework and the 
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BloomingLeaf tool, Varnum et al. proposed using colors to 
assist users in interpreting evidence pairs in Tropos, which 
they called EVO (Evaluation Visualization Overlay) [45]. 
Varnum et al. completed a preliminary evaluation with an 
example but did not validate this approach with users [45]. 
Ben Ayed et al. extended EVO by adding alternative color 
palettes based on regional and individual interpretations of 
color and enabling users to create their own custom pal-
ettes [6]. Prior work suggests that color can help individuals 
interpret certain graph types faster [29], but should be used 
as a secondary encoding [33].

1.1  Contributions

The high-level objective of this work is to investigate to what 
extent, if any, using EVO affects how individuals understand 
and make decisions about goal models with timing informa-
tion, using Tropos evidence pairs. Additionally, we continue 
our ongoing investigation of the utility of goal models [9, 
18] and continue to observe how individuals interact with 
evolving goal models and our tool, BloomingLeaf  [21].

In this article, we report the results of a two-phased 
empirical study conducted in a laboratory setting with 
undergraduate students at Smith College. In the first phase, 
we completed an experiment with 32 subjects to directly 
compare subjects’ ability to answer goal modeling questions 
with and without the use of EVO (called the “Experiment” 
study in this article). In the second phase, we conducted 
an experimental simulation [43] and user experience evalu-
ation [47] with 11 subjects (called the “User” study), in 
which we simulated the process of stakeholders reviewing 
and performing analysis on a goal model with the assistance 
of a trained modeler. We observed subjects directly using 
BloomingLeaf, on a model created with and for them.

In the Experiment study, we aimed to answer three 
research questions: 

RQ1 To what extent are subjects able to learn EVO, and 
then use EVO to answer goal modeling questions?

RQ2 How does EVO compare with the control in terms 
of time and subjects’ perceptions?

RQ3 How do subjects rate the study experience and 
instrument?

In the User study, we ask three additional research questions: 

RQ4 To what extent did subjects engage in goal mod-
eling and decision making activities using Bloomin-
gLeaf?

RQ5 How do subjects perceive and use EVO during an 
in-person goal modeling session?

RQ6 How do subjects assess the in-person session and 
BloomingLeaf?

In the Experiment, we found that with minimal prior train-
ing in goal modeling, subjects were able to learn and use the 
EVO extension to make decisions. We found no evidence 
that EVO altered the quality of understanding or decision 
making, either positively or negatively. However, we found 
that EVO significantly decreased the time required to make 
decisions. Finally, the subjects responded positively to EVO 
and the study protocol.

In the User study, we found that subjects were able to 
make real-life decisions using goal models in BloomingLeaf 
with minimal training. Subjects understood and engaged 
with the base model, altering it to reflect their needs, and 
analyzed the simulation to make decisions or comment on 
the believability of the results. Eight out of eleven subjects 
used EVO in their exploration, expressing that they found 
it helpful or enjoyable. In the study debrief, all subjects had 
a positive reaction to EVO, even ones who had not used it.

1.2  Organization

The remainder of this article is organized as follows. Sec-
tion 2 reviews goal modeling, the BloomingLeaf tool, the 
EVO approach, and its extensions. Section 3 describes our 
methodology for the Experiment and User studies. We report 
on the results of our studies in Sects. 4 and 5, and discuss 
lessons learned and validity in Sect. 6. Finally, we review 
related work in Sect. 7 and conclude in Sect. 8.

2  Background

In this section, we review the goal modeling notation, goal 
modeling tool, visualization overlay and visualization exten-
sions used in this study.

2.1  Goal model notation

We use the Employee model shown in Fig. 1 to illustrate 
our notation. A goal model consists of actors, intentions, 
and links. Intentions describe the intentionality of each 
actor and consist of four types: goals, soft goals, tasks, and 
resources. For example, Fig. 1 contains one actor, named 
Employee, and nine intentions that describe the Employ-
ee’s motivations.

Intentions can be decomposed or contribute to the fulfill-
ment of one another via links, forming one or more graphs 
of nodes in the model. Decomposition links (i.e., and, or) 
decompose an intention into subsequent or child nodes. An 
intention with an and-decomposition requires all of its chil-
dren to be fulfilled, while an or-decomposition requires only 
one to be fulfilled. In Fig. 1, the Employee’s only goal is 
to Have Employment, which is or-decomposed into two 
alternate tasks Work from Home and Work in Office. 
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Contribution links (e.g., +, -, ++S, –S) indicate that an 
intention has influence on another intention. For example, 
Work in Office (see Fig. 1) propagates all evidence to Make 
Work Connections via a ++ link, while the - link between 
Work in Office and Spend Time with Family negates and 
propagates partial evidence of fulfillment.

The fulfillment of an intention is evaluated qualitatively 
using an evidence pair (s, d), which separates evidence for 
and against the fulfillment of the intention. Both s and d 
consist of one of three values: F represents full evidence, P 
represents partial evidence, and ⊥ represents no evidence, 
where ⊥ ≤ P ≤ F . Thus, goals can have one of five initial 
values: [Fully] Satisfied (F,⊥) , Partially Satisfied (P,⊥) , 
Partially Denied (⊥,P) , [Fully] Denied (⊥,F) , and None 
(⊥,⊥) ; as well as four conflicting values that may result from 
propagation: (F,F) , (F,P) , (P,F) , and (P,P) . For clarity, we 
list these evidence pairs in Fig. 2. In Fig. 1, the task Pre-
pare and Pack Lunch is assigned the value Denied (⊥,F) 
because the actor Employee has not yet completed the task.

2.2  Simulating models over time

We use the Evolving Intentions framework [22] to simu-
late how a model’s fulfillment changes over time. The 
framework allows users to specify one or more stepwise 
functions (called User-Defined ( UD ) functions) describ-
ing how the evidence pair assignment for an intention 

changes over time. Over any time interval, the valuation 
of an intention can Increase ( I  ), Decrease ( D ), remain 
Constant ( C ), or be random or Stochastic ( R ). In Fig. 1, 
the resource Time remains Constant with the valuation 
of Satisfied (F,⊥) over time. The MP label on Prepare 
and Pack Lunch indicates a Monotonic Positive func-
tion, meaning that the valuation will become more ful-
filled until it is fully satisfied and then it will remain con-
stant with that value. Three other functions that appear 
in this paper are: (Denied-Satisfied ( DS )) the satisfaction 
evaluation remains Denied (⊥,F) until t and then remains 
Satisfied (F,⊥) ; (Stochastic-Constant ( RC )) changes in 
satisfaction evaluation are stochastic or random until t 
and then remains constant with a given evidence pair; 
and (Constant-Stochastic ( CR )) the satisfaction evaluation 
remains constant at a given evidence pair until t and then 
changes in evaluation are stochastic.

After a path has been simulated, all of the intentions in 
the model are assigned an evidence pair label for each time 
point. The time points in the simulated path are ordered and 
have absolute times (i.e., ticks) associated with them, which 
allows the path to have variable intervals of real-world time 
between sampled time points. The mapping of simulation 
ticks to real-world time is at the discretion of the user. For 
each time point in the path, the intentions in the model are 
assigned either directly by their evolving function specifica-
tions or indirectly via propagation. When an intention is not 
constrained via specification or propagation, an evidence 
pair label is assigned randomly. A contribution of the frame-
work is to allow users to make trade-off decisions about the 
future states of the model by stepping through each time 
point in a simulation and reviewing the evidence pair assign-
ments of each intention.

2.3  Evaluation visualization overlay (EVO)

As briefly mentioned in Sect. 1, Varnum et al. introduced 
the Evaluation Visualization Overlay (EVO) [45]. EVO was 
designed to assist users in understanding evidence pairs. 
Each evidence pair (s, d) label is assigned a color (see leg-
end in Fig. 2), where blue denotes evidence for (i.e., the s 
value), red denotes evidence against (i.e., the d value), and 
purple denotes conflicting evidence. The more saturated (or 
darker) the color shade, the stronger the evidence (i.e., F is 
darker than P, see Fig. 2). Observe that (F,F) is a very dark 
shade of purple, whereas (P,P) is a lighter shade of purple. 
For (P,F) there is both blue and red present, making it pur-
ple, but because there is more evidence for denial, it is more 
red-purple, with the inverse being true for (F,P) . During 
modeling activities, when EVO is enabled the color of each 
intention corresponds to any initial assignment, while unas-
signed intentions retain their original color (see legend in 
Fig. 1). This provides an overall visualization of the model’s 

Fig. 1  Employment Model & Goal Modeling Legend

Fig. 2  Evidence Pairs with EVO Color Assignments
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initial state. For example, Fig. 5 gives the initial state of the 
Summer model (see Sect. 3.2 for details). In Fig. 5, Have 

Summer Activity is colored dark red because it has been 
assigned the (⊥,F) label.

The main contribution of EVO is to assist users in evalu-
ating evidence pair assignments across a simulation path. 
Within the Evolving Intentions framework introduced above, 
it is difficult for a user to remember all of the different valu-
ations of each intention at each time point, much less syn-
thesize them all together to act upon the given information. 
EVO provides three modes to visualize simulations: State, 
Time, and Percent. To introduce these modes, we consider 
only the Spend Time with Family intention from Fig. 1. 
State mode shows the current time point of the model, with 
the background of each intention colored based on their 
assigned evidence pair. Figure 3 shows the color and evi-
dence pair assignments for Spend Time with Family at 

Fig. 3  EVO Modes (State, Time, and Percent) shown on Spend 
Time with Family Soft Goal

Fig. 4  Screenshots of BloomingLeaf. On the left-side, the Course 
scenario is modeled and analyzed (see Sect.  3.2 for a description 
of the Course model). The model is created and the initial evidence 
pairs and evolving functions are assigned in  Fig.  4(a), where Meet 
with Advisee is selected enabling the intention inspector on the right 
panel. Since Monotonic Positive is selected for Meet with Advisee, 
the right panel also shows a graph describing how the fulfillment will 
increase and then become constant. With these initial assignments, 
the user simulates a path of the Course model evolving in Fig. 4(c), 

which shows the model at time point 82 (the eighth step in the path). 
Since Meet with Advisee has transitioned to being constant and Sat-
isfied (F,⊥) , the EVO State model colors it blue. The right-side illus-
trates the palette extensions by Ben Ayed et al.  [6]. Figure 4(b) shows 
the five palettes (left to right): Default, Green-Black, Red-Green, Yel-
low-Purple, and Color-Blind. Figure 4(d) displays the custom palette 
editor, where users can assign a color to each evidence pair (Color 
figure online)
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time points 0–4. Time mode shows the valuations over the 
entire path in one view. For example, in Fig. 3, each of the 
stripes on Spend Time with Family represents the colors 
of each state shown above. Finally, Percent mode colors 
by overall evaluation percentages, making the background 
of each intention colored with the percentage of states in 
the simulation where the intention has each evidence pair 
assignment. The width of each colored stripe corresponds to 
the percentage of time points that it holds a specific evidence 
pair, ordered based on level of fulfillment.

2.4  BloomingLeaf tool

BloomingLeaf is a browser-based tool for the formal auto-
mated analysis of goal models [19]. Subjects in the User 
study used BloomingLeaf to update and explore simula-
tions of their chosen scenario. The Modeling mode, shown 
in Fig. 4(a), allows the user to build an initial goal model 
and assign relevant evaluation labels. If needed, a user can 
also specify the timeframe over which the model or certain 
events occur, and define the custom evolution of an inten-
tion. The EVO slider in the top toolbar of Fig. 4(a) allows a 
user to turn on the color overlay.

The Analysis mode allows the user to simulate random 
paths based on the initial model. Prior to simulating, the user 
can set a path’s conflict prevention level or the number of 
relative (meaning additional) time points they wish to have. 
Once ready, clicking “Simulate Path” returns a random path. 
A user can simulate as many paths as they wish. Figure 4(c) 
shows a model simulated over four time points. The user 
may switch back and forth between Modeling and Analysis 
mode. The user can use the slider to examine the evolution 
of each intention at each time point. The EVO slider enables 
the user to explore the path with EVO turned on in State, 
Percent, or Time modes, as explained in Sect. 2.3 While the 
default is the Blue-Red palette, the EVO dropdown menu 
contains several alternatives which will be explained in 
Sect. 2.5. Other features in BloomingLeaf are beyond the 
scope of this paper.

2.5  International colors

Ben Ayed et al. extended the EVO framework (see Sect. 2.3) 
with four additional palettes and the option to create a cus-
tom palette, in order to make the EVO framework accessible 
to a wider audience [6]. This work considers the impact of 
cultural background and color-deficiencies on users, as the 
default Blue-Red may not be intuitive to all users. A lack of 
intuitive understanding may require an extra layer of cogni-
tive processing from users, taking from the intended benefits 
of EVO.

Three of the additional palettes are for users with different 
cultural meanings for color: Green-Black for an Arab audi-
ence; Red-Green for an East Asian audience; and Yellow-
Purple for a Brazilian audience. The Color-Blind palette 
allows accessibility among users with color deficiencies. 
Users can create a custom palette of their preferences from 
the “Create My Palette” window, as shown in Fig. 4(d).

3  Methodology

In this section, we describe our methodology for conducting 
this study, which was approved by the Smith College Institu-
tional Review Board (Protocol #20-026). Our supplemental 
materials are available online.1

3.1  Study design

3.1.1  Experiment study design

We begin by describing the design of the Experiment 
study. Our primary objective in designing these experi-
ments was to measure the effects of EVO. The original 
EVO proposal was implemented as an extension to Bloom-
ingLeaf  [21]. We did not intend to evaluate Bloomin-
gLeaf; instead, we wanted to test EVO in isolation without 
the confounding variables of tooling, making our study 
tool agnostic. Additionally, we wanted to collect timing 
information in an accurate way. Thus, we designed the 
study instrument to be completed via Smith College’s 
browser-based  Qualtrics® XM platform. We used the 
BloomingLeaf git repository [21] only for the purpose of 
creating our study materials and models.

The core of the Experiment is to measure subjects’ per-
formance in answering goal modeling questions with and 
without EVO (see RQ1 and RQ2). Thus, our dependent vari-
ables were the subjects’ score and time in answering goal 
modeling questions (see Table 1 for a full description of the 
variables).

We considered various approaches in designing our 
experiment and the risks of each approach. Previous research 
has demonstrated that task equivalency is a risk factor in 
analyzing model comprehensibility  [42]. Thus, we first 
designed a set of questions that could be fairly answered 
with and without the use of EVO. This limited our ability 
to test certain aspects of EVO. For example, we did not ask 
questions that specifically required the use of EVO Percent 
or Time modes.

In a simple independent measures (between-subjects) 
design (see Table 2(a)), we assign half the subjects to use 
EVO and the other half as a control to answer the same 

1 See https:// doi. org/ 10. 35482/ csc. 001. 2024 for supplement.

https://doi.org/10.35482/csc.001.2024


376 Requirements Engineering (2024) 29:371–402

questions over a given model. This design does not account 
for differences in subject variability. Since we do not com-
pare EVO with another technique (as in [23]), we did not 
have anything for the control group to learn in place of EVO, 
and we anticipated that the control subjects would complete 
the study notably faster, but receive the same compensation 
as the EVO subjects. Thus, we excluded this design due to 
the unequal treatment of subjects, which violates institu-
tional norms.

In a simple repeated measures (within-subjects) design 
(see Table 2(b)), all subjects would first answer questions 
without EVO before learning and answering questions with 
EVO. This design mitigates the two limitations of the simple 

between-subjects but introduces both carryover and learn-
ing-by-practice effects, which cannot be separated in this 
experiment. To ensure task equivalency (see above), we had 
to keep questions similar enough between study periods in 
a repeated measures design. Subjects may become better at 
answering goal modeling questions with practice and there 
may be carryover between periods. To mitigate these risks 
we considered separating the study periods into multiple 
temporally distributed sessions, but ruled out this proposal 
due to the risk of subjects ghosting or dropping out of the 
study (i.e., mortality threat  [50]) and subjects behaving 
differently at different times (i.e., history threat). Finally, 
a repeated measures design requires using a second model 

Table 1  Study Variables

Independent variables

 Treatment (EVO) Whether subjects used or did not use EVO while answering questions
 Experimental object (Model) Which model the subjects used while answering questions
 Period (Order) Whether EVO training took place before or after the review of an experimental object
 Sequence (Treatment Group) The interaction of treatment, period/order, and experimental object (i.e., Bike or Summer model)

Dependent variables

 Score Number of correct answers on each question set. A satisfactory score is at least 70%
(i) Goal Modeling (and Simulation) Training Questions
(ii) EVO Training Questions
(iii) Bike Model Questions
(iv) Summer Model Questions

 Time The time it takes each subject to complete the questions, which are scored
One time for each of Score (i)–(iv) above

 Review time The time it takes each subject to review training materials
(i) Goal Modeling (and Simulation) Training
(ii) EVO Training

Table 2  Possible Study Designs [46]

(a) Between-subjects (or independent measures) design

 Seq. Period I

 I Treatment A, Model 1
 II Treatment B, Model 1

(b) Within-subjects (or repeated measures) design

 Seq. Period I Period II

 I Treatment A, Model 1 Treatment B, Model 2

(c) Two-treatment factorial crossover design where the experimental object is a two-level blocking variable

 Seq. Period I Period II

 I Treatment A, Model 1 Treatment B, Model 2
 II Treatment B, Model 2 Treatment A, Model 1
 III Treatment A, Model 2 Treatment B, Model 1
 IV Treatment B, Model 1 Treatment A, Model 2
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for subjects to answer questions about. If all subjects use 
the same model for EVO and a second model as a control, 
then the model and question difficulty are confounded with 
EVO usage.

To control for the various risks mentioned above, we 
chose a two-treatment factorial crossover design where the 
experimental object (i.e., model) is a two-level blocking 
variable (see Table 2(c)). While the risks of carryover, learn-
ing, and model variability are still present in this design, 
using a crossover design allows us to control for and meas-
ure differences between periods and our experimental object 
(i.e., model). Further, we considered a balanced crossover 
design with an additional treatment period (not shown), but 
this would have required a third model (i.e., adding to the 
task equivalency threat) and would substantially increase 
the length of the study. We chose against this design to fol-
low institutional norms and limit our total session time to 
a maximum of one hour to mitigate subject fatigue (i.e., 
tiredness/boredom).

Given our concerns about carryover at design time, we 
wanted to ensure that we had the ability to analyze the data 
appropriately in the event of carryover. Therefore, upon 
analysis, we first check for the presence of carryover. If it is 
not detected then we continue our analysis within subjects, 
per our repeated measures design. In the event that carryo-
ver is detected, then we convert our analysis to between-
subjects and only consider the initial measurement period 
(see Period I, in Table 2(c)). In this case, we verify that the 
random assignment of subjects to sequences is sufficiently 
uniform by checking for the existence of variations between 
sequences using the scores on the study training.

After first introducing the various study materials in 
Sect. 3.2, we return to our protocol for the Experiment 
in Sect. 3.3 and describe it in more concrete terms. See 
Sect. 6.2.5 and Sect. 6.3 for a discussion of statistical power 
and threats to validity of our design, respectively.

3.1.2  User study design

As already introduced in Sect. 1, our goal was to experimen-
tally simulate the experience of stakeholders modeling and 
reasoning with goal models. We designed the User study 
to be complementary, yet comparable, to the Experiment 
study. As mentioned above, the Experiment was conducted 
in isolation of any goal modeling tooling; thus, the User 
study was designed to take tool usage into account. We used 
the same subject population and training materials to enable 
comparison between phases; yet, in this study, we explored 
individual variations between subjects and collected richer 
qualitative data about subjects’ perceptions of EVO and 
BloomingLeaf (including options for different EVO modes 
and palettes).

A critique of the Experiment was that subjects may not 
have been invested in the outcome of the modeling task and 
that the modeling and analysis questions (see Table 4) may 
not be sufficiently realistic of goal modeling activities. We 
designed our User study with the objective that subjects 
work on a problem and question that they are personally 
invested in. Mitigating these issues in a one-hour study of 
untrained modelers required us to perform some of the initial 
model creation offline. We added a pre-study questionnaire1 
to the study interest form, where subjects described in detail 
a decision they were currently struggling with (e.g., choos-
ing between opportunities after college). Subjects described 
the trade-offs they were considering, as well as any of their 
dependencies. This questionnaire allowed us to create an ini-
tial model for the subjects’ chosen scenario (see Sect. 5.2.1 
for a discussion of our generated models). Additionally, we 
asked subjects to self-describe their cultural background 
and color associations (e.g., color(s) associated with posi-
tive outcomes), in order to gauge the interpretability of the 
various EVO color palettes.

Using BloomingLeaf directly allows us to see how sub-
jects use goal modeling in a real-life decision-making sce-
nario that is applicable to them. Being able to interact with 
the model and having the freedom to use or not use EVO 
gave us direct insight into their preferences and reasoning 
behind their decision-making, which is crucial to our under-
standing of how usable and useful EVO is.

Table 3  Study Models

Model Fig. Actor Intention Link Evolving 
Function

Course  4(a) 2 9 10 2
Employment  1 1 9 10 3
Summer  5 1 14 17 8
Bike  6 1 16 20 7

Fig. 5  Summer Model with EVO on in Modeling Mode
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Given the qualitative nature of the User study, our design 
included considerations of data analysis. A single researcher 
lead each in-person session; while a second researcher tran-
scribed the session recordings. Two researchers indepen-
dently reviewed the qualitative responses from the surveys, 
as well as session recordings and transcripts, taking notes on 
observations before meeting to compare findings and review 
any discrepancies. We did not formally code this data [51] 
as it was constrained and within our expected observations, 
instead providing the transcripts and anonymized qualitative 
data for other researchers to verify.

3.2  Materials: models and videos

In this study, we used four models: the Employment model 
(see Fig. 1), the Summer model (see Fig. 5), the Bike model 
(Fig. 6), and the Course model (see Fig. 4a). We list these 
models and their associated metrics in Table 3. The Course 
model (see Fig. 4(a)) describes the process of a student (and 
their advisor) trying to decide whether the student should 
take a fun and interesting or practical and unexciting elective 
in the next semester. In Sect. 2.1, we describe the Employ-
ment model (see Fig. 1) to introduce goal model syntax. 
The model describes an employee, who is debating between 
working from home or working in an office, with the top-
level goal of Have Employment.

In the Summer model (see Fig. 5), the actor Joy wants 
to have a summer activity, with choices between tasks Join 
Book Club, Join Community Center, and Join Soccer 
Team. These tasks are and-decomposed into sets of tasks 
that must be satisfied. In the Bike model shown in Fig. 6, the 
City actor wants to construct bike lanes, with the top-level 
goal Have Bike Lanes, for which they must have satisfied 
both sub-goals Have Design Plans and Have Build Plans. 
These two goals are or-decomposed into tasks they must 
choose from.

In the Experiment study, subjects were tested on their 
ability to answer questions about the Bike and Summer mod-
els (see Table 4 for list of questions). We created both an 
EVO and control version of all models. These models as well 
as their simulations are available online1 . While the Bike 
model has more intentions and links, the evolving functions 
are simpler than the Summer model.

Our study used four training videos (transcripts avail-
able online1 ): (i) Goal Models in Tropos (VidGM) reviews 
goal modeling and explains Tropos evidence pairs and 
links. (ii) Introduction to Simulation Over Time (VidSim) 
introduces function types and evolving intentions, describ-
ing what it means to simulate a model over time. (iii) EVO 
(VidEVO) introduces the EVO color scheme for evidence 
pairs and goes over its three possible modes: State, Time, 
and Percent. (iv) Introduction to BloomingLeaf (VidBL) 
introduces the basic modeling and simulation features of 
the BloomingLeaf tool, including usage of the EVO fea-
ture. VidBL was only shown to subjects in the User study.

3.3  Study procedures and protocol

Table 5 lists the steps in our protocol for both the Experi-
ment and User study. We divided our protocol into five 
parts (i.e., periods), which are listed in the left-most col-
umn of Table 5. The four middle columns of Table 5 list 
the protocol for each treatment group (i.e., sequence) of 
the Experiment. The right-most column lists the procedure 
for the User study. Parts 0, 1, and 5 are common across all 
subjects and protocols. In Part 0, we obtained informed 
consent from all subjects and had them rate their previ-
ous experience with goal modeling. In this step, we also 
had them complete a short (seven question) color defi-
ciency test to ensure subjects met the inclusion criteria 
(see Sect. 3.4).

In Part 1, subjects completed two training modules, one 
introducing goal modeling more generally using VidGM, 
and the other introducing the minimal required subset of 
the Evolving Intentions framework (using VidSim). We 
used the Course and Employment models in Part 1 and 
in the common ‘Training: EVO’ module in Parts 2 and 
3. Specifically, the Course model was used as part of our 
training materials, including videos, to introduce new con-
cepts. After each module, subjects were asked questions 
to test their understanding using the Employment model. 
The EVO training did not specifically test subjects on their 
knowledge of the different EVO modes. We took meas-
urements of subjects’ correctness when answering ques-
tions, labeled as score (see Table 1), and how long it took 
subjects to answer these questions, labeled as time. With 
the exception of the color deficiency test in Part 0, we use 
the threshold of 70% to determine if a score is considered 

Fig. 6  Bike Model with EVO on in Modeling Mode



379Requirements Engineering (2024) 29:371–402 

Ta
bl

e 
4 

 S
um

m
er

 a
nd

 B
ik

e 
Q

ue
sti

on
s u

se
d 

in
 th

e 
Ex

pe
rim

en
t S

tu
dy

Pa
ge

N
um

Su
m

m
er

 M
od

el
B

ik
e 

M
od

el

P1
Q

1
W

ha
t i

s t
he

 in
iti

al
 sa

tis
fa

ct
io

n 
va

lu
e 

of
 “

Pa
ss

 T
ry

ou
ts

”?
W

ha
t i

s t
he

 in
iti

al
 sa

tis
fa

ct
io

n 
va

lu
e 

of
 “

Pr
ev

en
t D

oo
rin

g 
In

ci
de

nt
”?

P1
Q

2
W

ha
t i

s t
he

 in
iti

al
 sa

tis
fa

ct
io

n 
va

lu
e 

of
 “

Ex
er

ci
se

”?
W

ha
t i

s t
he

 in
iti

al
 sa

tis
fa

ct
io

n 
va

lu
e 

of
 “

B
ik

e 
La

ne
 U

sa
ge

”?
P1

Q
3

Is
 th

e 
in

iti
al

 st
at

e 
of

 th
e 

m
od

el
 m

or
e 

sa
tis

fie
d,

 d
en

ie
d,

 o
r c

on
fli

ct
ed

?
Is

 th
e 

in
iti

al
 st

at
e 

of
 th

e 
m

od
el

 m
or

e 
sa

tis
fie

d,
 d

en
ie

d,
 o

r c
on

fli
ct

ed
?

P2
Q

4
Fo

r e
ac

h 
of

 th
e 

el
em

en
ts

 li
ste

d 
be

lo
w

, h
ow

 m
an

y 
tim

es
 o

ve
r t

he
 si

m
ul

at
io

n 
do

es
 th

e 
el

em
en

t b
ec

om
e 

Fu
lly

 S
at

is
fie

d?
 (a

) H
av

e 
Su

m
m

er
 A

ct
iv

ity
, (

b)
 P

as
s T

ry
ou

ts
, (

c)
 

Ex
er

ci
se

Fo
r e

ac
h 

of
 th

e 
el

em
en

ts
 li

ste
d 

be
lo

w
, h

ow
 m

an
y 

tim
es

 o
ve

r t
he

 si
m

ul
at

io
n 

do
es

 th
e 

el
em

en
t b

ec
om

e 
Fu

lly
 S

at
is

fie
d?

 (a
) B

ik
e 

La
ne

 C
ur

bs
id

e,
 (b

) T
em

po
ra

ry
 C

on
str

uc
tio

n 
Pl

an
, (

c)
 P

ub
lic

 S
up

po
rt

P2
Q

5
H

ow
 d

oe
s “

Jo
in

 S
oc

ce
r T

ea
m

” 
ge

ne
ra

lly
 e

vo
lv

e 
ov

er
 th

e 
si

m
ul

at
io

n?
H

ow
 d

oe
s “

Pu
bl

ic
 S

up
po

rt”
 g

en
er

al
ly

 e
vo

lv
e 

ov
er

 th
e 

si
m

ul
at

io
n?

P2
Q

6
Fo

r e
ac

h 
of

 th
e 

fo
llo

w
in

g 
sa

tis
fa

ct
io

n 
va

lu
es

, a
t w

hi
ch

 ti
m

e 
po

in
t i

n 
th

e 
si

m
ul

at
io

n 
do

 th
e 

m
os

t n
um

be
r o

f e
le

m
en

ts
 h

av
e 

th
e 

va
lu

e.
 N

ot
e:

 In
 th

e 
ev

en
t o

f a
 ti

e,
 c

ho
os

e 
th

e 
la

te
r t

im
e 

po
in

t (
hi

gh
er

 n
um

be
r)

. (
a)

 F
ul

ly
 S

at
is

fie
d,

 (b
) F

ul
ly

 D
en

ie
d,

 (c
) A

ny
 

C
on

fli
ct

ed
 V

al
ue

Fo
r e

ac
h 

of
 th

e 
fo

llo
w

in
g 

sa
tis

fa
ct

io
n 

va
lu

es
, a

t w
hi

ch
 ti

m
e 

po
in

t i
n 

th
e 

si
m

ul
at

io
n 

do
 th

e 
m

os
t n

um
be

r o
f e

le
m

en
ts

 h
av

e 
th

e 
va

lu
e.

 N
ot

e:
 In

 th
e 

ev
en

t o
f a

 ti
e,

 c
ho

os
e 

th
e 

la
te

r 
tim

e 
po

in
t (

hi
gh

er
 n

um
be

r)
. (

a)
 F

ul
ly

 S
at

is
fie

d,
 (b

) F
ul

ly
 D

en
ie

d,
 (c

) A
ny

 C
on

fli
ct

ed
 

Va
lu

e
P2

Q
7

W
hi

ch
 in

te
nt

io
ns

 a
re

 P
ar

tia
lly

 D
en

ie
d 

at
 T

im
e 

Po
in

t 1
?

W
hi

ch
 in

te
nt

io
ns

 a
re

 P
ar

tia
lly

 S
at

is
fie

d 
at

 T
im

e 
Po

in
t 1

?
P3

Q
8

W
hi

ch
 in

te
nt

io
n 

w
ou

ld
 y

ou
 c

ho
os

e 
to

 sa
tis

fy
 to

 m
ak

e 
“E

xe
rc

is
e”

 F
ul

ly
 S

at
is

fie
d?

W
hi

ch
 in

te
nt

io
n 

w
ou

ld
 y

ou
 c

ho
os

e 
to

 sa
tis

fy
 to

 m
ak

e 
“P

re
ve

nt
 U

nl
oa

di
ng

 in
 B

ik
e 

La
ne

” 
Fu

lly
 S

at
is

fie
d?

P4
Q

9
O

n 
th

e 
pr

ev
io

us
 p

ag
e,

 w
e 

as
k 

th
e 

qu
es

tio
n:

 ‘W
hi

ch
 in

te
nt

io
n 

w
ou

ld
 y

ou
 c

ho
os

e 
to

 
sa

tis
fy

 to
 m

ak
e 

“E
xe

rc
is

e”
 F

ul
ly

 S
at

is
fie

d?
’ Y

ou
 a

ns
w

er
ed

 [i
ns

er
t Q

8 
ch

oi
ce

]. 
Pl

ea
se

 
ex

pl
ai

n 
yo

ur
 a

ns
w

er
 to

 th
is

 q
ue

sti
on

O
n 

th
e 

pr
ev

io
us

 p
ag

e,
 w

e 
as

k 
th

e 
qu

es
tio

n:
 ‘W

hi
ch

 in
te

nt
io

n 
w

ou
ld

 y
ou

 c
ho

os
e 

to
 sa

tis
fy

 
to

 m
ak

e 
“P

re
ve

nt
 U

nl
oa

di
ng

 in
 B

ik
e 

La
ne

” 
Fu

lly
 S

at
is

fie
d?

’ Y
ou

 a
ns

w
er

ed
 [i

ns
er

t Q
8 

ch
oi

ce
]. 

Pl
ea

se
 e

xp
la

in
 y

ou
r a

ns
w

er
 to

 th
is

 q
ue

sti
on

P4
Q

10
H

ow
 w

ou
ld

 a
ss

ig
ni

ng
 “

D
riv

e 
to

 a
nd

 P
la

y 
So

cc
er

” 
th

e 
va

lu
e 

Fu
lly

 S
at

is
fie

d 
in

flu
en

ce
 th

e 
m

od
el

?
H

ow
 w

ou
ld

 a
ss

ig
ni

ng
 “

Pa
rk

in
g 

C
ur

bs
id

e”
 a

nd
 “

Te
m

po
ra

ry
 C

on
str

uc
tio

n 
Pl

an
” 

th
e 

va
lu

e 
Fu

lly
 S

at
is

fie
d 

in
flu

en
ce

 th
e 

m
od

el
?

P5
Q

11
C

lic
k 

he
re

 fo
r a

 P
D

F 
to

 c
om

pa
re

 th
re

e 
di

ffe
re

nt
 sc

en
ar

io
s o

f t
he

 S
um

m
er

 m
od

el
. S

ho
ul

d 
yo

u 
ch

oo
se

 to
 jo

in
 a

 b
oo

k 
cl

ub
, c

om
m

un
ity

 g
ar

de
n,

 o
r s

oc
ce

r t
ea

m
?

C
lic

k 
he

re
 fo

r a
 P

D
F 

to
 c

om
pa

re
 d

iff
er

en
t s

ce
na

rio
s o

f t
he

 B
ik

e 
La

ne
s m

od
el

. H
ow

 
sh

ou
ld

 y
ou

 c
on

str
uc

t t
he

 b
ik

e 
la

ne
s?

P6
Q

12
O

n 
th

e 
pr

ev
io

us
 p

ag
e,

 w
e 

as
ke

d 
yo

u 
to

 c
om

pa
re

 th
re

e 
di

ffe
re

nt
 sc

en
ar

io
s o

f t
he

 S
um

m
er

 
m

od
el

 a
nd

 a
ns

w
er

 th
e 

qu
es

tio
n:

 ‘S
ho

ul
d 

yo
u 

ch
oo

se
 to

 jo
in

 a
 b

oo
k 

cl
ub

, c
om

m
un

ity
 

ga
rd

en
, o

r s
oc

ce
r t

ea
m

?’
 Y

ou
 a

ns
w

er
ed

 [i
ns

er
t Q

11
 c

ho
ic

e]
. P

le
as

e 
ex

pl
ai

n 
yo

ur
 

an
sw

er
 to

 th
e 

pr
ev

io
us

 q
ue

sti
on

O
n 

th
e 

pr
ev

io
us

 p
ag

e,
 w

e 
as

ke
d 

yo
u 

to
 c

om
pa

re
 d

iff
er

en
t s

ce
na

rio
s o

f t
he

 B
ik

e 
La

ne
s 

m
od

el
 a

nd
 a

ns
w

er
 th

e 
qu

es
tio

n:
 ‘H

ow
 sh

ou
ld

 y
ou

 c
on

str
uc

t t
he

 b
ik

e 
la

ne
s?

’ Y
ou

 
an

sw
er

ed
 [i

ns
er

t Q
11

 c
ho

ic
e]

. P
le

as
e 

ex
pl

ai
n 

yo
ur

 a
ns

w
er

 to
 th

e 
pr

ev
io

us
 q

ue
sti

on



380 Requirements Engineering (2024) 29:371–402

satisfactory (i.e., pass), per the faculty code at Smith Col-
lege (see Sect. VII.G.1.d [13]).

In Part 5, we debriefed and remunerated subjects, 
having them reflect on the study. The debriefing varied 
slightly between studies to reflect the differences in Parts 
2-4. Other than the consent form, subjects were not able 
to take any study materials with them, upon completion.

3.3.1  Conducting the Experiment study

After subjects completed the common training modules 
described above, they completed Parts 2–4 (see Table 5), 
which varied based on the subjects’ randomly assigned 
treatment group (i.e., sequence). All subjects completed the 
‘Training: EVO’ module and answered questions about the 
Bike and Summer models (see Table 4) after examining each 
model. What varied is which experimental object (i.e., Bike 
or Summer model) they answered questions about using 
EVO and whether they answered questions about a model 
before or after completing the EVO training (i.e., period/
order). We define four treatment groups (listed in Table 5):

EBk-XSm Subjects’ answered Bike model questions with 
EVO, then Summer model questions without EVO.
XSm-EBk Subjects’ answered Summer model questions 
without EVO, then Bike model questions with EVO.
ESm-XBk Subjects’ answered Summer model questions 
with EVO, then Bike model questions without EVO.
XBk-ESm Subjects’ answered Bike model questions 
without EVO, then Summer model questions with EVO.

Once subjects completed the experimental treatment, they 
completed a common debriefing component, described ear-
lier in this section.

3.3.2  Conducting the User study

To conduct our interview study, subjects first completed 
the common training modules described above (Parts 0-1 
and the ‘Training: EVO’ in Part 2, see Table 5 right-most 

column). A researcher was available to answer subjects’ 
questions during the training but sat in the room facing the 
opposite wall with their back towards the subject. Beginning 
with S8, we discouraged subjects from watching the train-
ing videos at double speed, as they could miss the evolv-
ing functions changing between slides. Prior to that, S4 
and S7 had watched at least one training video on double 
speed. We were concerned that this would affect a subject’s 
comprehension of the materials, although these two sub-
jects were able to actively participate in the goal modeling 
session and evaluate results. After training, the researcher 
joined the subject at the study table and explained that the 
session would shift into the ‘Interactive Modeling Session 
in BloomingLeaf ’ component (see combined Part 3 and 4 in 
Table 5). We used Release 2.62 of BloomingLeaf to conduct 
the in-person modeling session. The study set-up contained 
a second computer mouse for the researcher to assist the 
subject when required. At this time, the researcher began a 
screen recording (with audio, if subjects provided informed 
consent to audio recording), and navigated to BloomingLeaf. 
The subjects were informed that the research team had cre-
ated the base model based on their pre-study answers. Sub-
jects were informed that they had complete autonomy over 
the content and appearance of the model. The researcher 
played the role of expert modeler and engaged the subject 
in modeling activities, such as:

• Understanding the initial model (including choice of 
links)

• Adding and removing elements and links
• Assigning and changing initial evidence pairs on the 

model
• Assigning and changing evolving functions for intentions
• Creating simulation paths with unassigned and absolute 

time points
• Exploring simulation paths and interpreting the results

Table 5  Study Protocol Part Experiment study-treatment groups User study

EVO: Bike EVO: Summer

EBk-XSm XSm-EBk ESm-XBk XBk-ESm

0 Consent, color test, and subject background
1 Training: goal modeling and simulation
2 Training: EVO Summer control Training: EVO Bike control Training: EVO
3 Bike EVO Training: EVO Summer EVO Training: EVO Interactive modeling 

session in 
bloomingleaf

4 Summer control Bike EVO Bike control Summer EVO

5 Debrief Debrief

2 https:// github. com/ amgru bb/ Bloom ingLe af/ relea ses/ tag/ v2.6.

https://github.com/amgrubb/BloomingLeaf/releases/tag/v2.6
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Each subject was encouraged to run at least two different 
simulations with varying evolving functions to explore the 
alternatives in their model. Apart from initially pointing out 
the EVO feature as part of an overview of the top toolbar, the 
researcher did not encourage the subject to use EVO in any 
capacity. Depending on the comfort level of the subject, the 
researcher helped complete some modeling tasks in Bloom-
ingLeaf. For example, the training did not explain how to 
create user-defined functions, so when subjects required 
them, the researcher explained and created the function. In 
most cases, the ‘Interview and Tool Evaluation’ component 
finished when the subject felt that the model was complete 
and did not want to explore any additional simulations. In 
three cases, this component was stopped at a natural break-
ing point due to time considerations.

After completing the interview, the researcher stopped 
the recording, returned the subject to the Qualtrics ques-
tionnaire, and again turned away from the subject to give 
them privacy. Finally, the subjects completed the debriefing 
questions (see Part 5 in Table 5).

3.4  Experimental conditions and subject 
information

We conducted the Experiment study in early 2023 and the 
User study in late 2023. All subjects were required to be 
proficient in English, be enrolled at Smith College having 
previously passed ‘Programming With Data Structures’, 
and be known to not have a color vision deficiency (i.e., 
colorblindness), as well as apply to participate in the study. 
Subjects were excluded if they had a conflict of interest with 
our lab. Thus, we recruited subjects through a department 
mailing list and flyers were posted in the science buildings 
on campus, see supplement1 for details.

Once subjects applied for the study, they were brought into 
the lab to complete the one-hour study in-person on our lab 
machine in a soundproof room. Since the subjects were not 
required to have training in goal modeling, a researcher was on 
hand to answer any questions after each training module.

For the Experiment study, we recruited 32 undergradu-
ate students to participate, eight per treatment group (i.e., 
sequence). We conduct power analysis and discuss our sam-
ple size further in Sect. 6.2.5. We originally recruited twelve 
subjects for the User study. We excluded one subject during 
the in-person session (see Sect. 3.5 for a discussion); thus, 
we report on the results of eleven subjects throughout this 
article. All subjects in both studies achieved a perfect score 
on the color vision test. During Part 0 of our protocol (see 
Table 5), we asked subjects to rate their familiarity with 
written English, requirements engineering (RE), and three 
GORE languages (where 0 is no familiarity and 10 is com-
plete familiarity). Table 6 reports the median familiarity score 
for each treatment group. Subjects rated themselves highly 

with respect to English. One subject in each of XSm-EBk, 
ESm-XBk, and XBk-ESm rated their familiarity with English 
between six and nine, while all other subjects selected ten. 
Similarly, one subject in the User study rated their familiarity 
with English as nine, with the remainder rating themselves 
as ten (see last row of Table 6). In the Experiment study, the 
median scores for RE and iStar were low but non-zero; while 
in the User study, the median scores for RE and iStar were 
zero and one, respectively. Given our target population, we did 
not expect to find subjects with experience in Tropos or GRL 
but included these questions for completeness. It is likely that 
some of our participants completed our course in software 
engineering, and while RE coverage varies each semester, 
iStar has been covered recently. Subjects were randomly 
assigned to treatment groups in the Experiment study before 
demographic information was collected, so we were unable 
to use this information in group assignments. Given the data 
presented above, we determine that the prior knowledge of 
our subjects are comparable both across treatment groups in 
the Experiment study and between studies.

We did not collect demographic information (e.g., gen-
der, age, race) because we did not intend to compare out-
comes within these categories. For comparison with future 
replication studies we describe the general demographics 
of the population from which we recruited subjects. Smith 
College admits only women to undergraduate programs. 
Over the past three years, more than 90% of the undergrad-
uate student body was within the age range of 18–22. For 
the 2023-2024 academic year, the undergraduate student 
population consisted of 33% students of color, 17% unrep-
resented minorities, and 13% international students [35].

3.5  User study subject removal

As mentioned above, we excluded the data for one subject 
in this study after it became apparent during the in-person 
session that the subject did not have genuine motivation 
for participating. The subject played the videos at double 
speed and then did not review any of the training materi-
als, instead skipping ahead to the questions. Then the sub-
ject repeatedly asked us for help answering the questions, 

Table 6  Subjects’ reported familiarity with topics

Subject group Median Familiarity (0: None, 10: Complete)

English RE iStar Tropos GRL

EBk-XSm 10 0.5 2.5 0 0
XSm-EBk 10 0.5 0 0 0
ESm-XBk 10 1 0 0 0
XBk-ESm 10 0.5 0 0 0
User 10 0 1 0 0
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claiming there was insufficient information. This invali-
dated the timing data for the study. We decided at this 
point, to remove the subject from the study. Per our proto-
col, we completed the remainder of the in-person session 
and remunerated the subject.

4  Experiment results

In this section, we answer the research questions from the 
Experiment study (RQ1-RQ3).

4.1  Preliminaries: assessing the presence 
of carryover/learning effects and task 
equivalency

We begin by considering threats of carryover (or learning 
by practice) and task equivalency in our study. Recall from 
Table 5 that we collected repeated measurements from 
subjects in Parts 2–4 to measure their ability to answer 
questions with and without EVO, using the Bike and Sum-
mer models (see Table 1 for variables). We construct a 
linear mixed effects model for both the question scores 
and times, allowing for repeated measures within subjects.

In our mixed-effects models, the fixed effects are evo 
(i.e., treatment), order (i.e., period), experimental object 
expObj (i.e., Bike or Summer model), and the random 
effects are for each individual, which allows us to take 
into account their variation. This is shown in the following 
equation, where Yij is the dependent variable (i.e., time or 
score) for the ith person during the jth measurement (such 
that i = 1,⋯ , 32 and j = 1, 2 ), where the random effects 
are variance between subjects bi ∼ Norm(0, �2

b
) and resid-

ual error �ij ∼ Norm(0, �2
�
) (i.e., both following a normal 

distribution).

Tables 7 and 8 summarize the linear mixed effects mod-
els for score and time, respectively. For each, we report 
effect sizes in terms of 𝛽  . L is the lower bound on the con-
fidence interval at 2.5% and U is the upper bound at 97.5%. 
The p-column shows the p-value for each model variable. 
As mentioned above, the validity of our mixed-effect 
model depends on the residuals meeting the conditions 
for normality. We calculated the Pearson residuals for each 
model and then used the Shapiro-Wilk test to evaluate nor-
mality, where normality is detected if the test does not pass 
the alpha level. We find the residuals for both the score 
( p = .13 for Table 7) and time ( p = .12 for Table 8) mod-
els to be normal, and thus, find our models to be valid for 
further interpretation. Additionally, in Fig. 7, we provide 
a Q-Q plot of our residuals for the time data in Table 8. 
From this, we again see that the time model residuals meet 
the condition of normality, as the plot shows a scatter of 
points with minimal deviations from the diagonal line. 

Yij = �0 + �1evoij + �2orderij + �3expObjij

+ �4evoijorderij + �5evoijexpObjij + �6orderijexpObjij

+ �7evoijorderijexpObjij + bi + �ij

Table 7  Tables of mixed effects model for score data

Items bolded are significant at the � = .05 level

Score Data 𝛽 L 2.5% U 97.5% p

(Intercept) 12.75 11.84 13.66 <.001
evo −1.13 − 2.41 0.16 .09
order −0.63 − 1.91 0.66 .34
expObj −0.38 −1.66 0.91 .56
evo*order 0.88 −0.94 2.69 .34
evo*expObj 2.00 0.18 3.82 .03
order*expObj 0.63 −1.19 2.44 .50
evo*order*expObj −0.75 −2.64 1.14 .43

Table 8  Tables of mixed effects model for time data

Items bolded are significant at the � = .05 level

Time Data 𝛽 L 2.5% U 97.5% p

(Intercept) 864.38 770.79 957.97 <.001
evo −293.11 −425.46 −160.76 <.001
order −203.05 −335.41 −70.70 .003
expObj −99.07 −231.43 33.28 .14
evo*order −31.32 −218.5 155.86 .74
evo*expObj 116.14 −71.04 303.31 .22
order*expObj 143.82 −43.36 330.99 .13
evo*order*expObj −78.72 −267.12 109.68 .40

Fig. 7  Q-Q residual plot for Table 8
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Recall that as part of our study design (see Sect. 3.1.1), 
we wanted to control for the task equivalency threat. In 
Table 7, the largest effect size and only significant value is 
the intersection of evo*expObj, which increases our suspi-
cion that the experimental object used (i.e., Bike or Summer 
model) affects the results.

Null Hypothesis 1 There is no observable difference between 
subjects’ scores with and without the effects of the experi-
mental object used.

We conduct a Likelihood Ratio Test (LRT) [32] by com-
paring the mixed effects model in Table 7 with the same 
mixed effects model without the expObj term. We reject 
Hyp. 1 as we find that there is a statistically significant effect 
between the scores for the two mixed effects models at the 
� = .05 level ( �2

5
= 13.87;p = .01 ). Since we’ve detected 

this difference, for the remainder of this section we compare 
the results for the Bike and Summer experimental objects 
separately.

Next we consider the presence of a carryover (or learning 
by practice) effect. We find no indications of this effect in 
the score data (see Table 7); however, order is significant in 
our time model (see Table 8).

Null Hypothesis 2 There is no observable difference between 
subjects’ times in each study period (i.e., order).

We conduct an additional LRT to determine whether any 
of the terms involving order were necessary, which uncov-
ers the presence of a carryover effect. From this, we reject 
Hyp. 2 as order is found to be statistically significant at the 
� = .05 level ( 𝜒2

4
= 33.1; p < 0.001 ). Thus, we find evidence 

of a carryover/learning effect in our experiment. As men-
tioned in Sect. 3.1.1, since a carryover has been detected, 
we conduct the remainder of our analysis in this section 
between-subjects and do not run hypothesis tests on the 

repeated measure for subjects (i.e., Part 4 in Table 5). For 
completeness, we include summary data for the entire study.

We find evidence of a carryover/learning threat in our 
repeated measures design and find variations between 
task outcomes based on the experimental object used.

4.2  Preliminaries: establishing a baseline 
for comparison between‑subjects

Since we discovered carryover in Sect. 4.1, we convert our 
analysis to between-subjects. We begin by establishing that 
our subject groups are comparable and assessing the sub-
jects’ competence in completing goal modeling tasks, ena-
bling further analysis of their data. All data collected during 
Part 1 of our protocol (see Table 5) was used to establish a 
baseline both to compare between subjects and evaluate to 
what extent subjects understood the training.

First, subjects watched VidGM video and answered eight 
questions about goal modeling, and then they watched VidSim 
and answered six questions (plus one qualitative question) about 
simulating goal models over time, see supplement1 for questions. 
All answers were scored as correct or incorrect. Figure 8(a) 
reports box plots for subjects’ material review time, question 
answering time, and question scores (from left to right). Each 
box plot is sorted by treatment group and times are reported in 
seconds. For completeness, we include a plot for the results of 
the User study in Fig. 8(a), which we discuss in Sect. 5.1. All 
subjects achieved a satisfactory score (i.e., 70%) on the train-
ing questions and thus, their data is included for further analy-
sis. Most subjects spent 13.3−15.8 min reviewing the training 
materials (i.e., rounded first to third quantile3), which included 

Fig. 8  Goal modeling and EVO training boxplots

3 In [4], we reported either the minimum and maximum times or the 
first to third quantile. For better consistency, in this article, we exclu-
sively report times as the first quantile rounded down to the nearest 
half minute and third quantile rounded up to the nearest half minute.
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a 12.6-minute video), most subjects took 7.7−11.1 minutes to 
answer the training questions, achieving scores between 12–14 
(out of 14). From the box plots, we cannot observe any meaning-
ful difference between treatment groups. For completeness, we 
used the Kruskal-Wallis Rank Sum (KWRS) test [37] to test for 
any variability between treatment groups.

Null Hypothesis 3 There is no observable differences 
between treatment groups with respect to training scores.

Null Hypothesis 4 There is no observable differences 
between treatment groups with respect to the time it took 
for subjects to answer training questions.

We failed to reject both null hypotheses at the � = .05 
level ( �2

3
= 0.60; p = .90 for Hyp. 3 and �2

3
= 0.11; p = .99 

for Hyp. 4), meaning that we could not detect a difference 
between the treatment groups.

Additionally, subjects were asked to document any ques-
tions they had after reviewing the training videos (and asso-
ciated documents). For the goal modeling training (TNG), 
eighteen subjects left a substantive question. These questions 
were most commonly about the evidence pairs, differences 
in contribution link types, and specific choices made by the 
modeler of the example. There were two questions about 
the differences between the training materials and iStar. For 
the simulation training, fourteen subjects asked a question. 
The vast majority of them were about choice and usage of 
evolving functions. Specifically, to explain the behavior of 
an intention without an assigned evolving function. Anec-
dotally, based on our experience teaching goal modeling, 
these questions are consistent with those asked in the class-
room. Since subjects were not trained modelers, researchers 
answered subjects’ questions before proceeding to the next 
part of the study.

We conclude that all subjects performed satisfactorily 
on the goal modeling and simulation training, and that 
subject groups were indistinguishable.

4.3  Subjects’ Use of EVO (RQ1)

We consider RQ1: To what extent are subjects able to learn 
EVO, and then use EVO to answer goal modeling questions? 
Given the results in Sects. 4.1 and 4.2, we investigate this 
question between-subjects. In Parts 2–4 (see Table 5), each 
subject completed the EVO Training module and answered 
questions about the Bike and Summer models (see Table 4), 
one using the EVO feature and one without. Thus, we com-
pare the EVO training module and the results of each model 
separately. We divide RQ1 into two sub-questions: (1) Is 
our training sufficient for learning how to use EVO? and (2) 

To what extent were subjects able to answer questions with 
and without EVO?

4.3.1  EVO training

All subjects completed a common EVO training module 
consisting of six questions. We combined treatment groups 
EBk-XSm & ESm-XBk (i.e., EVO training in Part 2, see 
Table 5) and XSm-EBk & XBk-ESm (i.e., EVO training 
in Part 3), to understand if there were any effects in review-
ing one of the experimental models (i.e., Bike or Summer) 
first. Table 9 lists the score data for the EVO training. All 
subjects achieved a score of 5 or 6 (out of a possible 6), and 
thus, achieved a satisfactory score (i.e., 70%). Figure 8(b) 
shows the box plots for the training and test times for the 
EVO Module. Figure 8(b) includes the combined treatment 
groups, as well as the data from our User study, which we 
discuss in Sect. 5.1. Most subjects (rounded first to third 
quantile3 ) took 3–4 min to review the training materials and 
1–2 min for the EVO questions.

Again, subjects were asked to document any questions 
they had after reviewing the EVO training, with nine sub-
jects asking a question. Questions focused on understand-
ing the simulation results and the differences between the 
EVO modes. Two subjects asked about the order of the 

Table 9  EVO training score frequencies for Experiment (ordered by 
group) and for User study

EVO Training Score Frequencies

0–4 5 6

EBk-XSm & ESm-XBk 0 4 12
XSm-EBk & XBk-ESm 0 3 13
User study 0 0 11

Table 10  Median scores (out of fourteen) for bike and summer ques-
tions in Experiment, with bold text indicating EVO use

Group Bike Median Summer 
Median

Part 2 and Part 3
 EBk-XSm 13
 XSm-EBk 13
 ESm-XBk 12
 XBk-ESm 13

Part 4 (Repeated Measure)

 EBk-XSm 12.5
 XSm-EBk 13.5
 ESm-XBk 12
 XBk-ESm 11.5
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Percent (%) mode, which was further clarified. Thus, sub-
jects learned and demonstrated proficiency in using EVO in 
under ten minutes.

4.3.2  Answering questions with EVO

We now review subjects’ ability to answer the model ques-
tions listed in Table 4. Q4 and Q6 were each scored out of 3, 
one for each sub-question. Q9 and Q12 were excluded from 
scores as they were used to validate the answers of Q8 and 
Q11, respectively. Thus, each model was scored out of 14.

Table 10 lists median scores for each treatment group. 
Scores ranged between eight and fourteen for the Bike 
model, with a median score of thirteen. Scores for the Sum-
mer model ranged between nine and fourteen, with a median 
score of twelve. Given these ranges, we note that two scores 
did not achieve a satisfactory level (i.e., 70% or 10/14). In 
both of these cases (one each for the Summer and Bike mod-
els), the subjects were not using EVO. Thus, when subjects 
used EVO, they achieved a satisfactory score.

Overall, EVO produced a slightly better median for the 
Bike model but also a slightly worse median for the Summer 
model. The questions answered best by subjects were Q1, 
Q3, and Q5 (see Table 4), with only one subject incorrectly 
answering each question between both the Bike and Sum-
mer models combined. The worst performing question was 
Q6(b) for the Summer model and Q6(a) for the Bike model.

Given the score data in Table 10, we did not expect to find 
variations between groups.

Null Hypothesis 5 There is no observable differences 
between treatment groups with respect to scores of the Bike 
model in Part 2 and Part 3.

Null Hypothesis 6 There is no observable differences 
between treatment groups with respect to scores of the Sum-
mer model in Part 2 and Part 3.

We failed to reject both null hypotheses at the � = .05 
level ( �2

1
= 0.44;p = .50 for Hyp. 5 and �2

1
= 3.62;p = .057 

for Hyp.  6), and did not find any statistical difference 
between treatment groups with respect to the subjects’ 
scores for Bike and Summer model questions.

We conclude that subjects were able to learn EVO, 
and then use EVO to answer goal modeling questions.

4.4  Comparing EVO with the Control (RQ2)

Next, we consider RQ2: How does EVO compare with the 
control in terms of time and subjects’ perceptions? We again 
break this research question into two sub-questions: (1) Does 

EVO help subjects make decisions faster? and (2) How do 
subjects perceive EVO?

4.4.1  Bike and Summer times

To measure subject completion times, we added their times 
from Pages 1, 2, 3, and 5 (see Table 4). Pages 4 and 6 were 
excluded because they contained solely free form answers 
where subjects’ time depended on the length of their answer.

The times for both models are comparable, ranging from 
five to twenty minutes. Figure 9 gives the box plots for the 
initial measurements (i.e.,  Parts 2 and 3) of each treatment 
group (i.e., sequence) for the Bike and Summer model ques-
tion times. In the Bike model (left side), EBk-XSm (red) 
used EVO to answer the questions and have visibly lower 
times. In the Summer model (right side), ESm-XBk (blue) 
used EVO to answer the questions and also have visibly 
lower times.

Fig. 9  Timing Data (in Seconds) for Answering Bike and Sum-
mer Questions (see Table  4) in Experiment in Part  2 and Part  3, 
see Table 5

Fig. 10  Timing Data (in Seconds) for both Initial and Repeated 
Measures (Parts  2–4 in Table  5) of Subjects’ Answering Bike and 
Summer Questions (see Table 4) in Experiment
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Null Hypothesis 7 There is no observable differences 
between treatment groups with respect to times of the Bike 
model in Part 2 and Part 3.

Null Hypothesis 8 There is no observable differences 
between treatment groups with respect to times of the Sum-
mer model in Part 2 and Part 3.

We reject both null hypotheses at the � = .05 level 
( �2

1
= 6.35;p = .012 for Hyp.  7 and �2

1
= 9.93;p = .002 

for Hyp. 8). We find the effect size to be large4 for both 
( �2 = 0.38 for Hyp. 7 and �2 = 0.64 for Hyp. 8). Thus, we 
find the times are significantly faster when subjects used 
EVO. This finding further supports the results of RQ1 
(see Sect. 4.3), as subjects were able to learn and actively 
use EVO to answer goal modeling questions faster.

For completeness, in Fig. 10, we provide the box plots 
for each treatment group for the Bike and Summer model, 
including the repeated measures (i.e.,  Part 4). Note that 
the colors and order associated with each group varies 
between Figs. 9 and 10. As discussed in Sect. 4.1, our 
study design is threatened by carryover and learning 
effects. This is observed in Fig. 10, where the results 
are more pronounced when the control group used EVO 
(i.e., XSm-EBk (green) for the Bike model and XBk-
ESm (purple) for the Summer model. We hypothesize that 
the interaction of subjects being in the control group and 
using EVO may contribute to this additional benefit and 
that with additional training and experience the time sav-
ings of using EVO may be more pronounced.

4.4.2  Qualitative perspectives

Finally, we performed a qualitative analysis on the ques-
tion, “Compare and contrast the colored views with the 
non-colored views, which do you prefer? Why?”1 . All 
subjects preferred the EVO view over the control. More 

than half said that EVO was faster and/or easier to use. 
Other comments include that EVO was more intuitive, 
better for comparing models, and improved subjects’ 
high-level understanding of the model. While no critiques 
of EVO were present in this question, we discuss subjects’ 
recommendations for improving EVO in Sect. 4.5.

We conclude that subjects preferred using EVO over 
the control. Subjects’ completion times were faster 
with EVO.

4.5  Improvements and Recommendations (RQ3)

Finally, we address RQ3: How do subjects rate the study 
instruments and experience? To answer this question, we 
collected optional quantitative ratings after each module and 
qualitative reports at the end.

For each of Parts 1–4 in Table 5 (i.e., the initial train-
ing sequence, the EVO training, the Summer model, and 
the Bike model), subjects rated their experience completing 
each part. They were asked to rate their difficulty with the 
three aspects (where 0 was no difficulty and 10 was com-
plete difficulty): (i) understanding the scenario description, 
(ii) understanding the model, (iii) answering the questions. 
Table 11 gives the average difficulty rating for each aspect 
and each part. Subjects had the most difficulty during the 
initial training phase, which seems appropriate because sub-
jects had very limited familiarity with RE and goal modeling 
(see Table 6, discussed in Sect. 3.4). Subjects perceived the 
Bike scenario and questions as slightly more difficult than 
the Summer model but perceived the models similarly. The 
EVO training was rated as the least difficult part, with aver-
age scores of 2.3−2.6. While this provides additional data 
for our assertions in RQ1, comparing between the scores in 
Table 11 is confounded by the fact that the EVO training 
was the shortest module and built on the Phase 1 training.

Finally, we ask subjects for suggestions and additional 
comments. Specifically, to gather suggestions, we asked 
the question: “What suggestions or changes would you rec-
ommend to the developers of this goal modeling language 
(and tool)?” Table 12 lists the recommendations provided 
by subjects, organized into three categories: improvements 
that can be made to EVO, goal modeling, and our study 
instrumentation.

Subjects made a variety of recommendations about 
improving the look and feel of EVO—from changing the 
colors of conflicting evidence pairs to adding ticks to show 
time points in the Time mode. We are aware of the acces-
sibility issues associated with color vision deficiencies (see 
Sect. 2.5) [6].

Table 11  Subjects’ average (Mean) rating of difficulty with three 
aspects in experiment (Where 0 was No Difficulty and 10 was Com-
plete Difficulty): Understanding the Scenario Description, Under-
standing the Model, and Answering the Questions 

Scenario Model Questions

Phase 1 3.7 5.0 4.8
EVO 2.6 2.6 2.3
Summer 3.4 4.2 4.1
Bike 3.6 4.2 4.6

4 A large effect is defined as 𝜂2 >= 0.14.
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Since this study was conducted in isolation from tool-
ing and other approaches, many of the goal modeling rec-
ommendations have already been investigated by other 
approaches. For example, goal prioritization, XOR links, 
model-level metrics, and quantitative valuations have all 
been investigated by researchers [2, 8, 15, 16]. We found 
the recommendation about improving the visual aspects of 
the links of interest and may pursue this in future work.

Finally, subjects recommended improvements to our study 
instrument. Subjects recommended clarifying the differences 
between link types, evolving function types, and the difference 
between the initial state and time point 0. Specifically, with 
respect to EVO, one subject thought more explanation was 
required to understand the difference between % and Time 
mode. Other comments included adding a progress bar and 

improving our study handouts and questions. Three subjects 
(excluded from Table 12) encouraged the developers to imple-
ment the EVO feature.

Six subjects provided additional comments. Of these 
responses, three mentioned that the survey was long/hard, 
one said that they do not like goal modeling, one thought that 
(F, F) is the color black, and the final comment explained an 
inconsistency in the subject’s answer to a previous question.

We conclude that subjects rated the study instruments 
and experience as suitable and not overly difficult; yet, 
roughly 10% reported that the study was long or hard. 
Subjects found the initial training most difficult and the 
EVO training easiest.

Table 12  Recommendations for improvement from Experiment

EVO Improvements

- Add ticks or an outline to time mode. (x4)
- Choose prettier colors (and better fonts). (x2)
- Better contrast between text color and EVO color. (x2)
- Change conflict colors:

            - All conflicts the same color
            - (P, P) should be grey, reduce visual noise
            - Use green/yellow for conflicting evidence pairs

- Left to right arrow on time mode
- Eliminate possible left-right bias in % mode
- Colors may not be accessible to all users. (x2)

Goal Modeling Improvements

- Add goal prioritization in models
- Organize models as decision tree
- Improve visualization of links (maybe with color)
- Create model-level metrics (in a table)
- Distinguish between OR and XOR links
- Make evolving functions more explicit.
- Add more possible values for (s, d)

Study Instrument Improvements

- Clarify difference between + and +S . (x2)
- Better explain evolving functions
- Clarify difference between initial state and time point 0. (x2)
- Clarify difference between % and Time mode
- Organize handout landscape with models left to right
- Text too crowded/overlap, make images simpler/larger. (x2)
- Change “become Fully Satisfied” wording in Q6
- (F, F) looks black, not dark purple
- Add progress bar to questionnaire
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5  User Study results

In this section, we describe the results of our User study 
and answer research questions RQ4-RQ6. In discussing 
these results we refer to an individual subject as S1-S11. 
For example, S5 would refer to subject number five after 
anonymization.

5.1  Preliminaries: comparing subjects 
across studies

In this section, we intend to compare the results between the 
Experiment and the User study. Thus, we begin by assess-
ing whether subjects across studies perform similarly on the 
common components (i.e., the training modules). Using the 
analysis already described in Sect. 4, we divide this inquiry 
into two questions, which parallel Sects. 4.2 and 4.3, respec-
tively: (1) Do subjects across studies perform similarly on 
basic goal model training tasks? and (2) To what extent are 
subjects able to learn EVO, and how do they compare across 
studies? As mentioned throughout Sect. 3, we used the same 
training material for both investigations5.

5.1.1  Goal modeling training

To understand the results of the modeling (and simulation) 
training (see Part 1 in Table 5), we use the same method-
ology described in Sect. 4.2. Most subjects spent 12.6−
16.97 min reviewing the training materials (i.e., rounded 
first to third quantile), and 7.14−10.25 minutes answer-
ing the training questions. Subjects scores ranged between 
12–14 (out of 14). Thus, all subjects achieved a satisfactory 
score (i.e., 70%) on the training questions. Seven subjects 
asked at least one question about the goal modeling training, 
with four asking about contribution links, and one asking 
about the direction of decomposition arrows. Further, one 
subject asked about the origin of the ⊥ symbol and another 
asked about how to avoid conflicting evidence pairs. Finally, 
one subject asked about the behavior of the Have a Less 
Stressful Semester element. Subjects also left comments. 
These comments varied but indicated subjects wanted to 
know more about modeling in practice, how the simulation 
works, and how individual functions affect the simulation 
results.

Figure 11 shows the box-plots for the training times. 
Additionally, Fig. 11 contains the timing data for the EVO 
training, which we discuss later in this subsection. The ini-
tial training times and scores are similar to those from the 
Experiment. The goal model training time box-plot contains 
one unexpected data point, reporting that a subject took less 
than twenty seconds for training, but the researcher in the 
room does not recall any participant skipping the training. 
We keep this data point for transparency though we note that 
it does not affect the variance between groups.

Similarly, we compare the User subjects with each treat-
ment group of the Experiment in Fig. 8(a). Note that the 
ordering of the plots varies between Figs. 8(a) and 11. The 
training times in the User study were comparable to each 
treatment group (see Fig. 8(a) left plot). Additionally, the 
completion times and scores for the training questions (see 
middle and right plot in Fig. 8(a)) were similar to those in 
the Experiment.

Null Hypothesis 9 There is no significant variation between 
the study samples (i.e., the Experiment or User study) in 
terms of performance (i.e., score) on the training.

Null Hypothesis 10 There is no significant variation between 
the study samples (i.e., the Experiment or User study) in 
terms of completion times for the training questions.

Fig. 11  Goal Modeling, Simulation, and EVO Modules’ Timing Data 
in Seconds: Time to Review Training Materials in the Top Row and 
Data to Answer the Training Questions in the Bottom Row

5 Per the recommendations of the Experiment study (see Table 12), 
we allowed subjects to choose black or dark purple as the color that 
represents full conflict (F,F) in the EVO training questions.
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We failed to reject both null hypotheses at the � = .05 
level ( �2

1
= 0.08;p = .78 for Hyp. 9 and �2

1
= 0.95;p = 33 

for Hyp. 10), unable to detect variations between samples.

5.1.2  EVO training

Next we investigate to what extent subjects learned EVO 
during Part 2 of the study (see protocol in Table 5). We 
find that all subjects successfully answer the EVO ques-
tions, obtaining a perfect score (see Table 9). This means 
that subjects understood the default EVO color palette 
and how to interpret colored intentions when modeling. 
Most subjects took 2.5–5 min to review the EVO training, 
and took between less than a minute and two minutes to 
answer the EVO questions. Six subjects left a comment or 
question about the EVO training. Three asked about the 
modes (e.g., percent vs. time), and one asked about the 
color of Have a Less Stressful Semester. One subject 
inquired whether the conflicting colors made them hard 
to distinguish at a glance, while the final subject asked a 
more general question about whether, in practice, negative 
aspects of a scenario are added to the model. As mentioned 
in Sect. 3.1.1, subjects were not specifically given ques-
tions to test using Time or Percent modes.

Figure 11 (right-hand side) contains the timing data for 
both studies. The top-right box-plot in Fig. 11 shows that 
the User study has a larger range of times for the EVO 
training, than the Experiment. This data is also present in 
Fig. 8(b), where the Experiment is sub-divided into those 
groups that completed the EVO training module earlier or 
later in the protocol.

Null Hypothesis 11 There is no significant variation between 
the study samples (i.e., the Experiment or User study) in 
terms of performance (i.e., score) on the EVO training.

Null Hypothesis 12 There is no significant variation between 
the study samples (i.e., the Experiment or User study) in 
terms of completion times for the EVO training questions.

We failed to reject both null hypotheses at the � = .05 
level ( �2

1
= 2.81;p = .09 for Hyp. 11 and �2

1
= 1.71;p = 19 

for Hyp. 12), unable to detect variations between samples.

We found that User study subjects were able to learn 
to interpret the basics of goal modeling and the EVO 
palette. We conclude that subjects performed simi-
larly on all training material for both the Experiment 
and User study.

5.2  Subjects’ experience modeling 
with BloomingLeaf (RQ4)

We now consider RQ4: To what extent did subjects engage 
in goal modeling and decision-making activities using 
BloomingLeaf? We divide RQ4 into two sub-questions: (1) 
How do the subjects participate in extending a base goal 
model? and (2) To what extent were subjects able to evaluate 
goal modeling simulation results? The data for this research 
question was collected during the in-person modeling ses-
sion (see Parts 3 and 4 of our protocol in Table 5).

5.2.1  Initial goal modeling

We evaluated how subjects participate in goal model build-
ing activities on the model drafts. Prior to the in-person goal 
modeling session, we used the subjects’ answers to the pre-
study questionnaire to create initial drafts of their models. 
Subjects picked a scenario from three provided prompts 
(based on the work by Cebula et al.  [9]) or had the option to 
pick their own. Nine subjects explored a scenario where they 

Table 13  Subject data for User 
Study

Subject Initial (Pre) Model Change Events Valuations 
Assigned

Func-
tions 
Assigned

Simulations 
Generated

Intentions Links Actors Intentions Links Actors

S1 14 18 3 1 4 0 9 0 5
S2 14 12 3 5 4 1 5 2 3
S3 19 25 3 0 2 0 2 1 3
S4 37 36 3 5 5 0 12 12 3
S5 19 21 4 2 4 0 4 5 2
S6 15 27 2 2 6 0 4 4 2
S7 23 25 2 0 3 0 8 7 2
S8 20 16 3 1 27 0 6 6 4
S9 33 50 3 1 7 0 10 10 2
S10 26 27 3 10 1 0 4 4 2
S11 20 21 3 0 4 1 3 4 3
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were “choosing between jobs/opportunities after college” 
and two subjects (S1 and S6) looked at “choosing a club or 
organization to participate in”. To maintain confidentiality, 
we named the main actor in each model ‘Self’ instead of the 
subject’s name. We refrained from making links where the 
relationship between nodes was unclear, leaving it up to the 
subject to flesh out.

During the interactive modeling session, we asked sub-
jects to understand, evaluate, and extend our initial draft of 
their scenario model. Initially, subjects varied in their level 
of comfort with directly editing the model. Some subjects 
(i.e., S2 and S4) appeared to be more apprehensive about 
modifying the model (or making a mistake). Beginning with 
S4 and after, we assured subjects that it was their model 
and they could break it and make mistakes. We believe this 
permission led later subjects (e.g., S8) to immediately edit 
their model.

Table 13 lists the information about each subject’s model. 
The initial (pre) and final (post) scenario models for each 
subject are available in our online appendix1 . The “Initial 
Model” columns of Table 13 contain the number of links, 
intentions, and actors made by researchers. All subjects 
made alterations to the initial model. The “Change Events” 
columns in Table 13 list the changes (counting additions, 
deletions, and other changes) made by subjects. As is evident 
from Table 13, if there is a change event for an intention, 
there is likely to also be a change event for a link. While 
the initial and final models for some subjects (e.g., S5, see 
online1 ) have the same number of intentions or links at the 
end as in the beginning, this does not mean that the model 
was unchanged. For example, S4 created a new intention 
and link but then decided to delete it. S5 added a new task 
and deleted an existing soft goal. All subjects implemented 
changes to the model links, as unclear relationships were 
not represented in the initial scenario model. Most sub-
jects changed the model before simulation. An exception 
to this is S5, who first simulated the model before making 
any changes. Many subjects went back and forth repeatedly 
simulating and editing the model. These changes show that 
all subjects were actively engaged in the modeling process.

When necessary, the researcher assisted subjects in add-
ing User-Defined functions or absolute time assignments to 
the model, which was beyond the scope of the study train-
ing. This allowed the subjects to represent their model more 
accurately. S6 and S8 both used two user-defined func-
tions. S5, S6, S8, and S9 used absolute time points and 
constrained evolving functions with absolute time points. 
Additionally, researchers assisted S4 and S9 with assigning 
evolving functions, though given the size of their models, 
this was done to save time (e.g., S9 was choosing between 
seven trade-off options). Thus, subjects were able to use 
goal modeling and the BloomingLeaf tool, and with the 

assistance of researchers, subjects were able to use advanced 
features.

5.2.2  Analysis of simulation results

All subjects ran at least two simulations (see “Simulations 
Generated” column in Table 13 for full list). Additionally, 
each subject added at least one initial evaluation or evolv-
ing function prior to running a simulation (see “Valuations 
Assigned” and “Functions Assigned” columns in Table 13 
for counts). In some cases, the researcher had assigned initial 
value(s) to the base model and asked the subject to evalu-
ate them. This occurred with S2, S3, S4, S5, S6, S7, and 
S11. Some subjects asked to generate a simulation with the 
functions that were present in the initial model before adding 
their own evolving functions. The first subject, S1, created 
four simulation paths with only one time point in the path 
and wished for additional time points. The researcher then 
assisted S1 in adding additional time points. Adding addi-
tional time points was not sufficiently covered in our training 
materials; thus, to mitigate this issue for the remainder of 
the subjects, the researcher added at least three time points 
to each simulation request.

Overall, subjects were able to interpret the simulations, 
assigning meaning to the results and evaluating multiple sce-
narios. Subjects asked the most questions about the mean-
ing of conflicting values, which the researchers clarified. In 
some cases, subjects had to be corrected when misinterpret-
ing evidence pair labels (e.g., swapping the s and d values, 
see Sect. 2.1), which we discuss in Sect. 5.3.

Eight out of eleven sessions ended “conclusively”, mean-
ing that the subject was able to make a realistic decision 
based on the model and simulation results. Two sessions (S8 
and S9) ended due to time constraints. However, both sub-
jects expressed an interest in continuing to simulate results 
and had ideas for a future direction. Between filling out the 
per-study questionnaire and the in-person modeling session, 
S6 had already made a decision; thus, S6 used the modeling 
session to validate their decision and see the results of pre-
dictions in the model’s evolutionary information.

Finally, the subjects varied in whether they mapped 
the simulation result to real-world time. For example, S5 
mapped each tick in the timeline to one month. This differ-
ence may be related to whether the subject assigned absolute 
times to transitions in the evolving functions. Subjects S6, 
S8, and S9 used absolute assignments in their model. S6 
specified that the time points were over three months in a 
semester while S9 described the first few time points as 
the current semester and later time points for becoming a 
lawyer. However, S8 assigned absolute time points in their 
model but did not specify a real world mapping (e.g., weeks, 
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months, year). The time points were used as markers for 
whether they worked more or less hours in a given week.

We conclude that subjects were able to actively par-
ticipate in goal modeling activities in BloomingLeaf 
to evaluate real-life scenarios and make decisions. All 
subjects made changes to the initial model and evalu-
ated at least two simulation results, and most sessions 
ended with the subject making a decision about their 
chosen scenario.

5.3  Subjects’ EVO Use (RQ5)

We answer RQ5: How do subjects perceive and use EVO 
during an in-person goal modeling session? We again divide 
this into two questions: (1) How did participants use EVO? 
and (2) To what extent did participants find the EVO exten-
sion beneficial?

5.3.1  EVO usage

Out of our eleven subjects, eight turned on EVO when ana-
lyzing simulation results for at least a portion of the goal 
modeling session. Three subjects (i.e., S3, S7, and S8) 
did not turn on EVO at all. Of the eight that used EVO, all 
began with the default Blue-Red palette. Only S1 changed 
the palette, by turning on the Red-Green palette after using 
the default. However, they expressed confusion that red 
was satisfied and green was denied and created their own 
custom palette (shown in Fig. 4(d)), where satisfied is dark 
green and denied is red. S1 had indicated in their pre-study 
questionnaire that these are the colors they associate with 
good and bad things happening, respectively. The subject 
used the custom palette for the remainder of the session. The 
remaining subjects used the default palette for the entirety 
of the session.

In terms of EVO mode usage, all EVO subjects used State 
mode in some capacity when evaluating a result in Analysis 
mode. S1 used Percent mode briefly before switching to 
State mode, after expressing confusion at the stripes, and 
then used Time mode briefly while evaluating a simulation 
result. S10 used both State and Time modes at different 
points in their analysis, using Time mode to get a high-level 
overview of different Analysis results before using State 
mode to select a particular result and time point as their 
chosen path. Further, S10 was able to compare simulation 
paths using Time mode. Figure 12 shows a screenshot of 
BloomingLeaf in Analysis mode, with S10 clicking between 
Results 1-4 and reviewing the simulation path in time mode. 
Only a fragment of the model is shown in Fig. 12, but S10 
reviewed the entire model when switching between results. 
Overall, subjects appeared to prefer EVO state mode in order 
to walk through individual time points.

Of the three subjects that did not use EVO in their ses-
sions, S8 was able to navigate the model’s results and evi-
dence pair values well. However, S3 and S7 expressed con-
fusion in reviewing evidence pairs. S3 asked for clarification 
on conflicting values and whether one is more satisfied or 
more denied, while S7 mistook a partially satisfied value for 
partially denied, misremembering the order of the formal 
notation. Using EVO may have assisted these subjects in 
this case.

Overall, when subjects did not use EVO, they focused on 
one node at a time. For example, in the screencast recordings 
(e.g., S7, S8) we saw subjects moving their mouse back 
and forth between each node they examined. Subjects that 
did not use EVO tended to talk about one or two intentions 
at a time, whereas subjects that used EVO talked about the 
model as a whole. For example, S4 did not initially use EVO 
in analyzing a simulation result. Their model was large, with 
37 intentions and 36 links initially. While evaluating the 
model without EVO, S4 explained that they were focus-
ing only on the satisfaction values of the four task nodes or 
‘options’ for their decision. Turning on EVO in the middle 
of the session allowed S4 to evaluate other intentions as 
well, including their soft goals. In this case, using EVO to 
evaluate the results of a large model allowed the subject to 
broaden their focus and evaluate the entirety of the model, 
not just parts of it. However, we note that when a few sub-
jects used EVO, they compared to what extent the intentions 
in the model were fulfilled (e.g., all, most, or some) without 
examining the relative importance of each intention. Thus, 
there may be a positive relationship between the size of the 
model and the benefits of using EVO, but there may also be 
other issues when reviewing large models.

Fig. 12  Screenshot of S10 from User Study using EVO Time Mode 
to Understand BloomingLeaf Results
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5.3.2  EVO perceptions

In the study debrief, all subjects stated that they liked the 
color view. This included the subjects who did not use it. S3 
wrote that the “colored view would be a bit easier than trying 
to squint and see the evidence pairs that may be hiding in 
corners”. S3 expanded on this further by saying that some 
text and evidence pairs had overlapped, making it difficult 
to read; but, they did not state why they did not choose to 
use EVO despite seeing its benefits. S7 stated they preferred 
the color view because it is easier to look at, but also said 
that they are still digesting the modeling language and had 
only just learned the tool when asked about what changes 
they would recommend. Thus, their decision to not use EVO 
may have been due to feeling overwhelmed by using a new 
tool. It is possible that more experienced goal modelers or 
BloomingLeaf users would be comfortable with using EVO 
immediately. S8 also liked the colored views, writing it is 
“clearer to tell what is happening” in the study debrief. S8 
also wrote that they realized they had not used EVO during 
the in-person modeling session, saying “Maybe it would’ve 
been too overwhelming and [they were] able to synthesize 
the data”. This relates to S7 ’s comment on having just 
learned to use the tool. As mentioned above, the advantages 
of employing EVO on small to medium-sized models may 
be limited.

Of the subjects that used EVO during the in-person ses-
sion, all responded positively. S2 expressed that they liked 
seeing the colors. S11 referred to an intention’s evidence 
pairs by color, saying “more blue or more red” instead of 
“more satisfied or more denied”. Similarly, S9 stated in the 
study debrief that they wanted to avoid red outcomes. S10 
stated that they enjoyed seeing EVO in Time mode to get 
a consolidated view, indicating it made the most sense to 
them.

Other feedback included that the formal notation takes 
more time to read, and EVO is easier than “squinting”. EVO 
allowed the subjects to see valuations immediately, making 
analysis results easier to navigate. S5 noted that initially, the 
color was confusing, but once they learned, it made reading 
and model comprehension simpler. This may relate to S8 ’s 
choice to not use EVO despite recognizing its value. Finally, 
S6 noted that they liked Time mode, but not Percent.

We conclude that all subjects responded positively to 
EVO, with a preference for State (and Time) mode. 
Subjects who did not use EVO in the in-person session 
saw its benefit as well, though initial hesitation among 
beginners may have deterred them.

5.4  Subjects’ Ratings (RQ6)

Finally, we ask RQ6: How do subjects assess the in-person 
session and BloomingLeaf? In Sect. 4.5, we discussed how 
the Experiment subjects rated the online Qualtrics train-
ing. In the User study, subjects again rated the difficulty 
of the initial training sequence and EVO training across 
three aspects (where 0 was no difficulty and 10 was com-
plete difficulty): (i) understanding the scenario description, 
(ii) understanding the model, (iii) answering the questions. 
Table 14 lists the average difficulty ratings for both parts. 
This data is consistent with the Experiment study. Subjects 
had more difficulty with the first training than with the EVO 
training. In looking at this data more, two subjects rated 
both training modules exceptionally difficult, giving all three 
aspects of the EVO training a rating of 9 or 10 out of 10. Yet, 
unlike the Experiment, the qualitative data did not give any 
indication that any participant found the study difficult. It is 
possible that these two subjects misread the scale. We did 
not require subjects to rate the in-person modeling session, 
which was an oversight in our study design. If we conducted 
this or a similar study again, we would have subjects rate the 
difficulty of using BloomingLeaf and participating in the 
modeling session.

We asked subjects whether the session impacted their 
decision-making process at all. Specifically, we asked sub-
jects to “[r]eflect on how participating in this study may 
have altered [their] thinking about [their] chosen topic”1 . 
Only one of the subjects in the User study (S8) changed 
their opinion about their scenario topic, though most did 
not have a preferred option prior to the study. S8 found that 
they could achieve their goals by doing the options one after 
the other, rather than thinking of them as an exclusive “or”. 
Subjects who did not change their opinion gave a variety of 
reasons for how the modeling session altered their thinking. 
For example, S1 said that they can “spend less time thinking 
about other missed opportunities or closed pathways after 
considering [their] decision through goal modeling”. Thus, 
it appears that the session helped S1 with decisiveness. S4 
stated that “the study supported [their] initial prediction of 
[their] decision. But now that it confirmed [their] predic-
tion, [they] feel more confident in the decisions [they will] 
make in the future”. S5 felt that goal modeling helped clear 
their mind, made them more aware of possible obstacles, and 
reduced their anxiety. S6 stated that while their views have 
not changed, “it’s been very very helpful to see all of [their] 

Table 14  Subjects’ Average (Mean) Rating of Difficulty with Three 
Aspects in User Study (Where 0 was No Difficulty and 10 was Com-
plete Difficulty): Understanding the Scenario Description, Under-
standing the Model, and Answering the Questions 

Scenario Model Questions

Phase 1 3.7 4.7 4.5
EVO 2.7 2.9 2.5
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internal calculations modeled on ‘paper’ in a way that [they 
have] never really considered before”. Lastly, S11 wrote 
that the session “helped [them] draw connections between 
[their] goals and tasks and it helped [them] to understand the 
impact that each of [their] decisions have on [their] goals”. 
Thus, it seems that overall, the session supported subjects’ 
decision-making process. However, S10 pointed out that 
while “it is great to have all the influences” in the model, it 
gets “messier and messier as we add more and more tasks 
and soft goals”.

We asked subjects to suggest improvements to the 
developers of BloomingLeaf and recommend changes to 
the underlying goal modeling language. Additionally, we 
asked them which aspects of BloomingLeaf were the easiest 
and hardest to use, and which features they used the most 
often. Table 15 summarizes the subjects’ responses to these 
questions.

In terms of improving the user experience of Bloomin-
gLeaf, we found that we should focus future work on improv-
ing the links. Three subjects found adding links to be easy, 

Table 15  Subjects’ reflections on User Study

BloomingLeaf and Language Improvements

- Improve visualization of links (maybe with color).* (x2)
- Make gear icon size consistent across all links
- Automatically layout and hide model elements
- Automatically adjust node ensure no overlapping text
- Add tool tips or embedded tutorial
- Improve explanation of Percent mode.*
- Make all conflicting values the same color.*
- Improve the process of editing and re-running a model
- Distinguish “Simulate” button from menu tab

Easiest Features in BloomingLeaf

- Adding intentions to model. (x5)
- EVO colors. (x3)
- Adding links to a model. (x3)
- Evaluating results through time points. (x3)
- Editing the goal model
- Switching between Analysis and Modeling modes

Hardest Features in BloomingLeaf

- Adding evolving functions.* (x3)
- Making and editing links.* (x3)
- Editing the shape of an intention
- Creating a simulation
- Understanding how time points are generated
- Using the items in the “Settings” bar
- Switching between Analysis and Modeling modes
- Setting constraints between time points
- Understanding the model

Features Most Used during the In-person Session

- Running simulations. (x5)
- Adding or changing links. (x4)
- Adding or changing intentions. (x3)
- EVO State mode. (x3)
- EVO Time mode. (x2)
- Exploring analysis results with the slider. (x2)
- Setting initial values for intentions. (x2)
- Modeling mode. (x2)
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while three found this hard. Three subjects recommended 
improvements to the visualization or use of the links. On the 
whole, subjects found EVO easy to use; yet, they either do 
not see the value in percent mode or find it confusing.

We expected and confirmed that subjects would respond 
that one of the hardest parts of BloomingLeaf was under-
standing the evolving functions and simulation results. Since 
the primary focus of our study was EVO, we did not dedi-
cate time for in-depth training on the evolving functions. For 
example, S5 noted that adding constraints on time points 
was difficult, which was not covered in the initial training. 
Additionally, some subjects found the process of editing and 
generating simulations confusing, with one subject (S1) 
suggesting a tutorial where the viewer can hover over ele-
ments themselves, instead of just watching a video. We are 
actively working on the automatic layout of models [48] and 
hiding model elements [7], which were both suggested again 
in this study (see Table 15). These results are consistent with 
the recommendations from the Experiment (see Table 12), 
although the improvements suggested by User study subjects 
were the direct result of using BloomingLeaf. In Table 15, 
we denote items that were also recommended in the Experi-
ment with an asterisk (‘*’).

Eight subjects left additional comments. Four (i.e., S2, 
S5, S8, and S9) mentioned that the experience was cool or 
fun, saying that it helped clear the mind and that they saw 
the benefit of making a model. Subject S5 noted that they 
are still not sure how to transfer an idea into a goal model, 
and the flexibility and openness of the choices make it over-
whelming and difficult to navigate initially. S6 suggested 
it would be helpful to explain how the random assignment 
of nodes works. S9 said that the difference between Per-
cent and Time mode was unclear, but that Time mode made 
more sense. Lastly, S11 said they enjoyed participating and 
wanted to continue editing the model.

We conclude that subjects found the modeling session 
helpful in mapping out their goals and making deci-
sions. It helped subjects confirm their initial predic-
tions or evaluate scenarios in a broader light.

6  Discussion

In this section, we first synthesize the results across our two 
studies. We then describe our lessons learned, compare the 
Bike and Summer model for the Experiment, and discuss 
threats to the validity of our investigation.

6.1  Synthesis of results across studies

Through the dual investigation of the Experiment and User 
studies, we found that subjects all had a positive response 

to using EVO. The Experiment revealed that EVO allowed 
subjects to make decisions faster without impacting model 
comprehension. Supplementing this with the User study 
showed that most subjects chose to use EVO when using 
BloomingLeaf. The three subjects who chose not to use 
EVO wrote in the User study debrief that they still preferred 
having color as opposed to no color. We hypothesize that 
these three subjects did not use EVO (despite stating their 
preference for it) due to feeling overwhelmed by seeing the 
model and BloomingLeaf tool for the first time, or felt that 
their model was understandable enough without EVO. A 
future iteration of this study would include asking the sub-
jects why they chose to use or not use any feature.

The results of our investigation are limited to the study 
context (see Sect. 6.3.4 for additional discussion). Given that 
we explore the use of EVO with untrained modelers, we can-
not assert whether these results would hold for trained mod-
elers. Perhaps trained modelers are already familiar with the 
evaluation labels used in the underlying language and would 
find the colors distracting. Perhaps they would find more 
benefit because they have an understanding of the analysis 
and tooling, and can easily look at the model and analysis 
results as a whole. A future study should explore how expe-
rienced modelers interact with EVO and BloomingLeaf.

Similarly, there is a risk that our results do not scale to 
realistically sized models. In the Experiment, we chose the 
models listed in Table 3 because they are in domains suitable 
to a general audience and of a size that could be understood 
within the allotted time (i.e., 9–16 intentions, with a single 
actor). In the User study, we created larger more realistic 
models (i.e., 14–37 intentions, 2–4 actors) for each subject 
based on their interests. Yet, we cannot make broader claims 
about the effectiveness of EVO on industrially-sized models. 
We aim to explore the scalability of goal models and EVO 
to see whether there is a point in model size or simulation 
complexity at which subjects find value in using EVO. Fur-
ther, we hypothesize that there may be an interaction effect 
between model size and subject expertise. For example, 
experienced modelers may find no value in using EVO on 
smaller models, where they can check the labels of inten-
tions quickly and may find significant value in EVO when 
working with larger models. An eye-tracking study may help 
us differentiate the ways in which experienced and novice 
modelers interact with models of different sizes, as we can 
keep track of how many intentions, and which intentions, 
they focus on most.

In the Experiment, we found that using EVO does not 
impact whether a subject answered goal modeling ques-
tions correctly; yet, we observed in the User study that 
subjects focused on different parts of the model depending 
on whether EVO was turned on or not. For example, S4 
appeared to focus on the main intentions in the model with-
out EVO but evaluated the model in its entirety with EVO. 
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Thus, we have anecdotal evidence that there may, in fact, 
be a difference in model comprehension, but we cannot say 
whether or how this result generalizes. A future eye-tracking 
study investigating model comprehension may validate this 
observation.

Most subjects used the default Blue-Red palette. Only 
one subject explored non-default palettes, choosing to first 
use the Red-Green palette before creating their own cus-
tom Green-Red palette. This study has exposed the need for 
a Green-Red palette. Ten out of eleven subjects associate 
green with “good” outcomes and nine out of eleven sub-
jects associate red with “bad” outcomes. Only two subjects 
associate blue with “good” outcomes.6 This was surprising 
given our subjects had diverse cultural associations1 . The 
training videos used the default palette, which may have 
contributed to the fact that subjects used the Blue-Red pal-
ette despite associating other colors with good events. In 
particular, the coloring scheme for conflicting values was 
explicitly explained. Not introducing the other palettes with 
the same level of depth may have discouraged subjects from 
using it. Thus, if the default palette was not intuitive at first, 
being trained in its use means that subjects were able to learn 
and use it easily without feeling the need to use alternate 
palettes. In the future, we would also inquire about subjects’ 
reasoning for their palette choice.

Subjects in the Experiment were able to answer goal 
modeling and simulation questions both with and without 
EVO. In the User study, subjects were able to extend the 
initial goal model and evaluate its results. They were able to 
make their own interpretations and decisions based on the 
results. Thus, we learned from this that goal modeling and 
the BloomingLeaf tool are accessible to subjects after being 
trained in its use. More complex implementations, such as 
User-Defined functions, were used with the assistance of 
the researcher at hand. This allowed subjects to represent 
their scenarios and capture their ideas more accurately. The 
response from the User study was overall positive, both in 
terms of overall experience and modeling specifically. One 
subject in the Experiment study stated that they did not like 
goal modeling (see Sect. 4.5). This may have been due to the 
fact that the tasks in the experiment were restrictive, making 
the goal modeling experience less personal or enjoyable. The 
User study allowed subjects more freedom to explore what 
they wished and likely gave for a more satisfying experience. 
The User study allowed us to explore how subjects use goal 
modeling in a more realistic and dynamic setting, as opposed 
to viewing static pictures. However, we cannot verify this 
interpretation because we did not ask subjects for an explicit 
rating of the User study experience. Most subjects provided 
their thoughts on the experience without explicit prompting. 
Overall, subjects were able to grasp the concept and purpose 

of goal modeling and were able to use it to examine various 
scenarios.

6.2  Lessons learned and implications for research

6.2.1  Subject background and recruitment

We developed the Experiment study instrument over a six-
month period. We first iterated the instrument with indi-
viduals in our lab, then completed a small pilot with four 
subjects to evaluate the quality of our instrument and under-
stand what timing data was generated from our  Qualtrics® 
XM platform. The pilot helped us improve the quality of 
the data we collected. We added opportunities for subjects 
to take breaks and originally collected one timing value for 
Q1-12 in Table 4. We discovered these values varied dra-
matically based on how much text subjects entered in the 
free form questions. As listed in Table 4, we separated these 
questions across six pages (see Page column) and added tim-
ing information to each page. It was extremely difficult to 
recruit subjects for a survey that took a full hour. Due to 
Smith College policies and U.S. tax legislation, we were not 
able to offer remuneration in an amount over $25 USD. We 
launched three separate iterations of the Experiment. The 
first two iterations were meant to be completed by the sub-
jects in their own time using the Qualtrics link. In our first 
iteration, we emailed researchers within the goal modeling 
community and targeted trained modelers. We received five 
responses and of these, only one completed the study instru-
ment. Our second attempt was to recruit subjects within a 
large software engineering class with Tropos instruction 
at another institution, again receiving only one completed 
response. After two unsuccessful attempts, we pivoted to 
an in-person lab study. We updated our protocol to include 
additional training and recruited students as described in 
Sect. 3.4. There may be a cognitive difference between par-
ticipating in a one-hour in-person lab session as opposed to 
completing a one-hour online survey, even when remunera-
tion amounts are the same. In the future, a hybrid approach 
could be considered. Scheduling an online session where 
a researcher is present to answer questions, but allowing 
the subject to complete the questionnaire without having 
to travel may have allowed us to recruit more subjects for 
the first two attempts. We had sufficient volunteers for our 
in-person version of the Experiment and felt this was an 
important lesson learned.

We developed the User study instrument and materials 
over five weeks. We completed the study in one attempt 
and used the same recruitment methods and population as 
the Experiment. We re-used the training materials from 
the Experiment to maintain consistency across studies but 
fleshed out the pre-study questionnaire and added additional 
questions to the debriefing section, including a demographic 6 Subjects could choose more than one color.
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question. Demographic questions were important as this is a 
user-centered study and we wanted to explore whether cul-
tural background related to EVO palette choice. The length 
of the pre-study questionnaire may have discouraged poten-
tial subjects from completing the sign-up process for the 
study, as it required subjects to input lengthy answers and 
think about a scenario. However, this was necessary to gen-
erate the drafts of the subjects’ model so that the in-person 
session could be spent editing and simulating results. We 
created an additional three minute training video to intro-
duce BloomingLeaf, being cognizant of video length to limit 
additional training. We had scheduled session blocks to be 
an hour and fifteen minutes (the length of a Smith College 
class) but aimed to ensure that the entire session did not 
extend beyond an hour as subjects in the Experiment had 
expressed fatigue towards the end.

6.2.2  Improvements to the study instrument

We reviewed the questions and supplemental information 
from the study by Hadar et al.  [23] and iteratively developed 
our study instrument. We encourage other researchers to use 
and adapt our survey instruments; thus, we report potential 
areas for improvement.

For example, in question Q4 of the Experiment study 
(for both the Bike and Summer models, see Table 4), we 
asked “how many times over the simulation does the ele-
ment become Fully Satisfied” which would have been better 
rephrased as, “how many time point(s) over the simulation 
is the element Fully Satisfied”. It was sometimes difficult to 
achieve task equivalency. For example, the tasks in question 
Q8 (see Table 4) are not exactly matched between models. 
The correct Q8 answer for Bike model was none of the above 
because no intentions fulfill Prevent Unloading in Bike 
Lane. To satisfy Exercise in the Summer model requires 
either Water-Weed-Enjoy Garden or Drive to and Play 
Soccer, but we did not include Drive to and Play Soc-
cer as an option, intending subjects to select Water-Weed-
Enjoy Garden. Since the Bike model had a none of the 
above, we included the same for the Summer question, yet 
this resulted in subjects choosing it because they wanted to 
select Drive to and Play Soccer.

In our analysis of the Experiment, we were unable to 
detect any differences between scores on the models with or 
without EVO. Future work is required to determine whether 
our study instrument is sufficiently discriminatory. One of 
the aspects we iterated on was the length and complexity of 
the questions we asked in this study. We opted for a balance 
in these factors to ensure that subjects would complete the 
study in one hour, which we agreed upon as a reasonable 
upper bound.

6.2.3  User study reflections

We developed the User study questions to be flexible in 
order to respond to how subjects used the model and tool. 
Thus, depending on the subject, we did not feel the need to 
ask all questions that were listed in the study protocol. As 
the researcher was present to guide the in-person session, it 
was important to establish a comfortable rapport with the 
subject to ensure their communication and participation. 
We had the same researcher lead each in-person session to 
maintain consistency. After the first few subjects, we learned 
that we needed to reassure subjects that the model was fully 
theirs to modify and that they should not be hesitant to make 
changes or mistakes. We verbally encouraged subjects to 
make changes and comments throughout the session.

The shortest modeling session lasted 17 min and the long-
est lasted 35 min. While we aimed to complete the entire ses-
sion in an hour, the time subjects took to complete the train-
ing portion of the study varied resulting in less time for the 
modeling session; thus, we were not able to spend the same 
amount of time modeling with every subject. However, since 
we collected qualitative information and stopped when the 
subjects felt comfortable, the variation in time was accept-
able. For example, S10 stayed past the hour time limit, as 
they wished to continue modeling the scenario. We also 
observed that depending on the completeness of the initial 
model, subjects spent more or less time in the modeling 
mode. With more complete models, we were able to spend 
more time on analysis.

During the session, we experienced some difficulties with 
the BloomingLeaf tool, such as the model being over-con-
strained during the model-editing portion with the subject. In 
these cases, the researcher was on hand to resolve these issues 
mid-session, which took away time from actively engaging 
with the subject. However, we did not discourage subjects 
from adding too many constraints, as we wanted to observe 
their behavior and see how they would use the tool on their 
own. We did assist subjects in understanding link direc-
tions, adding User-Defined functions, and setting absolute 
time assignments in the model. Covering these additional 
BloomingLeaf features not mentioned in the training showed 
the flexibility of the tool in representing subjects’ needs and 
also displayed the level at which subjects were engaged in the 
session. Some subjects were more focused on extending and 
understanding the model, while others on modeling results 
and decision-making. We encouraged both. Overall, we felt 
that it was important to support the subject in their decision-
making and to not restrict their thought process.

6.2.4  BloomingLeaf design

Conducting the User study discussed in Sect. 5 allowed us to 
observe users interacting with BloomingLeaf and gave us, as 
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researchers, insights into improving its usage. As mentioned 
by S1, it would be helpful to have tool tips or an embedded 
tutorial in the tool.

Most subjects had issues creating links in BloomingLeaf 
and it was difficult for us to explain this verbally. We had to 
verbally and visually demonstrate that to create a link the 
user needs to click and drag then release the mouse but-
ton once a red box appears around the destination intention. 
Most users naturally clicked the link icon and then moved 
to the destination to click again, which created an erroneous 
link. S6 explained that they were familiar with modeling in 
Lucidchart (see lucidchart.com), so their intuition did not 
match BloomingLeaf.

To modify the type of relationship (e.g., and, +) users 
must hover over the link with their mouse and click the gear 
icon once it appears. This behavior was not intuitive to sub-
jects as many wanted to click the link to enable the link 
inspector panel. Yet, clicking the links creates a bend-point 
in the link. This was only problematic when the subjects 
thought they had clicked a link because the link inspec-
tor panel was shown for a previously modified link; thus, 
it would be helpful if the link inspector listed the source 
and destination intentions. Further, the link inspector could 
give users insights about the meaning of relationships; spe-
cifically, the strength of contributions. While there is no 
direct mapping between the – link and the breaks link in 
iStar  [12], using these words may help users distinguish 
between the - and – link types.

Finally, we can reduce the likelihood of conflicting valu-
ations for intentions. Our backend algorithm creates a simu-
lation path by randomly choosing satisfaction s and denial 
d values for each intention based on the constraints speci-
fied in the model (see Sect. 2.1). When relationships cause 
only evidence for [resp. against] the fulfillment of an inten-
tion to be propagated, the backend calculates the s [resp. 
d] value and randomly assigns the d [resp. s] value, which 
causes conflicting evidence pairs to be assigned. We intend 
to update the backend, to prioritize selecting no evidence 
⊥ when there is no evidence from propagation. For S9, we 
experimented with adding a resource called None to propa-
gate None (⊥,⊥) and reduce the number of conflicting evi-
dence pairs in the model. This workaround was very helpful 
but looked awkward.

6.2.5  Statistical methods

Given our per group and study sample size, any statisti-
cal test will have lower power to make conclusions (see 
Sect. 6.3). In Sects. 4 and 5, we used the KWRS test to 
evaluate if there are distinct groupings within our sample 
data and compare between study samples, respectively [37]. 
It is important to note that the KWRS test is an omnibus 
test statistic, meaning that while it determines if there is a 

statistically significant difference between groups, it does 
not infer more than that, i.e. it does not determine which 
groups differ. The KWRS test is valuable for small sample 
sized data because it does not make assumptions about the 
distribution of the data and is not influenced by data points 
that vary greatly in magnitude, which is useful for time data. 
However, not making assumptions means that non-paramet-
ric tests such as the KWRS are less powerful than paramet-
ric tests, which often assume a normal distribution. Addi-
tionally, we use between-subjects analysis using KWRS, 
which is less powerful than within-subjects analysis since 
individual variation is not removed. Where appropriate, we 
evaluate the effect size of our KWRS analysis through the 
eta-squared ( �2 ) test for Kruskal-Wallis which is calculated 
from the H-statistic (i.e., �2) [44].

Our analysis was done between-subjects using KWRS 
due to the presence of a carryover effect within our repeated 
measures (see Sect. 4.1). We evaluated for a carryover effect 
using a linear mixed effects model and found order (i.e., 
period) to be significant. Due to this, we drop the second 
period of the Experiment study and analyze the first period 
between subjects, though we include data on the repeated 
measures for completeness.

Finally, we evaluate our sample size using a statistical 
power test for repeated measures with a medium effect size 
and find that the minimum sample size using G*Power [14] 
for our experiment was 56. Thus, the Experiment has low 
statistical power. In future studies, we recommend recruit-
ing at least 56 subjects. Overall, the limiting factor for our 
analysis was sample size, which reduces the power of our 
conclusions.

6.3  Threats to validity

We discuss threats to validity using the categories in [50].

6.3.1  Conclusion validity

We wrote scripts to analyze our data wherever possible and 
automatically recorded page completion times to ensure reli-
able measurements. Qualitative data was randomized before 
review and categorization. Different authors conducted the 
in-person and data analysis components to reduce researcher 
bias. To mitigate variations in treatment implementation, we 
standardized the experimental setup by using our online plat-
form, videos, and pdf handouts to ensure that the subjects 
had equivalent training materials (see Sect. 3.2), and main-
tained our laboratory setup throughout the study period, to 
ensure a consistent in-person experience across both studies.

In the statistical analysis, there may be a risk of Type I 
errors (“false positives”) as we do not adjust our p-value 
for multiple testing, instead choosing to test our hypotheses 
at a set � value of.05. While our between-subjects analysis 
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means that individual differences may threaten validity, we 
do not believe there is a random heterogeneity of subjects 
risk, since our population was homogeneous, having similar 
knowledge, abilities, and previous experience with English, 
Tropos, and RE (see Table 6). In a future study, we would 
collect data about subjects’ year in the undergraduate pro-
gram (e.g., first-year, seniors) to further mitigate this risk.

Experiment: The main threat in the Experiment is low 
sample size. Having 32 subjects spanning four treatment 
groups is considered a low sample size, with a minimum 
sample size according to G*Power analysis being 56. We 
may have experienced a reliability of measures threat, as 
subjects asked questions about the wording of Q6 (see 
Sect. 6.2.2).

User Study: There is a risk of a reliability of treatment 
implementation threat for the User study. Each subject had a 
customized model for their scenario and was asked different 
questions based on their interests. We made slight improve-
ments throughout the study to mitigate evaluation apprehen-
sion (see Sect. 6.3.3). To partially mitigate this threat, we 
had two researchers jointly create the initial scenario models 
for each subject. These models all followed a similar struc-
ture, where the subject’s primary goal was decomposed into 
possible tasks and these tasks contributed to the subject’s 
soft goals.

6.3.2  Internal validity

In both studies, our voluntary recruitment strategy combined 
with a cash remuneration may have caused a selection effect.

Experiment: We explicitly designed our study to control 
for a learning effect or maturation risk (i.e., where one group 
learns a treatment faster than another). We gave opportuni-
ties for subjects to take breaks if they were fatigued and 
shortened the instrument wherever possible. We controlled 
for an instrumentation effect of the experimental objects in 
our crossover design; yet, the Bike model questions may 
have been slightly harder (see Sect. 4.3). With this design, 
there is still a risk of carryover effects [46]. To our knowl-
edge, no subjects used BloomingLeaf or EVO prior to the 
study.

User Study: As this study was run at the same institu-
tion with the same undergraduate population six months 
after the Experiment, we may have had subjects who par-
ticipated in both studies. This means that subjects may 
have had prior exposure to the goal modeling, simulation, 
and EVO training materials. However, Table 6 suggests 
all subjects had similar knowledge, abilities, and previ-
ous experience with English, Tropos, and RE. Thus, this 
threat may have been mitigated by the time between stud-
ies (i.e., an entire class year graduated). We may also 
have single group threats, as we cannot tell if using EVO 
assisted subjects in their analysis or if they would have 

performed similarly without it. We aimed to mitigate this 
by asking subjects whether they preferred the color view 
or not. We do not consider a maturation effect to be a 
threat in the User study, as learning was part of the pro-
cess. Given the possibility of repeated subjects, we may 
have experienced an additional selection effect.

6.3.3  Construct validity

For both studies, some students who took a software engi-
neering course may have scored better overall; yet, our com-
mon training protocol may have limited this threat. We col-
lected data in multiple forms (e.g., scores and times) and 
asked different types of questions to mitigate mono-method 
and mono-operation biases. Additionally, the results of the 
Experiment and User study taken together mitigate this 
threat.

As always, we have threats of hypothesis guessing and 
evaluation apprehension. In both studies, some subjects 
expressed nervousness asking if they needed to review data 
structures or read about goal modeling before participating. 
For example, S7 in the User study appeared uncomfortable 
with the open structure of the questions in the modeling 
session.

Experiment: We conducted multiple pilot mini-studies 
(not discussed in this article) to ensure that our study instru-
ment was measuring our intended constructs. In one such 
study, we found that our unit of time measure was inaccurate 
because it included too many questions; hence, we divided 
the questions across multiple pages as listed in Table 4 and 
isolated qualitative questions.

User Study: Subjects may behaved differently in the in-
person modeling session due to knowing they are part of an 
experiment or may have felt the need to make a decision in 
order to end the session in compliance with experimenter 
expectancies. The personal nature of the modeling scenario 
may have created an additional risk of experimenter expec-
tancies [11]. We tried to reduce these threats by keeping 
our questions open-ended with no expectation of a positive 
response from subjects.

6.3.4  External validity

Given the contrived nature of our study setting (i.e., one-
on-one in our lab), our study was not reflective of the use 
of EVO or goal modeling and the BloomingLeaf tool in the 
“real world”. We conducted the Experiment using a survey 
instead of embedding EVO within BloomingLeaf, while the 
User study had subjects use BloomingLeaf in-person.

The length of the modeling session in the User study, 
ranging from 17–35 min, was shorter than a typical mod-
eling session with stakeholders. In the real world, the 
evaluation of models would have taken place over multiple 
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modeling sessions, allowing stakeholders to revisit past deci-
sions. Thus, our User study was not reflective of how a typi-
cal stakeholder session would go due to time constraints. 
Additionally, due to constraints over participant time, we 
were unable to validate EVO on large models that are more 
reflective of “real world” scenarios.

Our homogeneous population of undergraduate students 
means that we cannot generalize to the broader RE popu-
lation, but given the limited prior knowledge of our sub-
jects (see Table 6), these results may, in fact, generalize. As 
already introduced in Sect. 6.1, additional experiments with 
different populations, problem domains, and larger models 
for scalability are required.

7  Related work

Recent work has critiqued the adaptability of GORE 
approaches  [31]. In this paper, we address this gap by 
improving the interpretability of Tropos evidence pairs. As 
already introduced in Sect. 1, Hadar et al.  [23] and Sique-
ira [42] studied the comprehensibility of Tropos models with 
respect to Use Case models. While it is difficult to compare 
our results with these studies because we only evaluate Tro-
pos models, this work was influential in the design of our 
study and the importance of controlling for the use of differ-
ent models, while investigating the performance of subjects 
on analysis tasks.

Using color as a technique to improve visualizations of 
goal models has been a topic of recent interest within the 
community. Amyot et al. used colors to visualize analysis 
results in the jUCMNav tool for URN [2], while TimedGRL 
used color in heat maps to visualize evolving GRL mod-
els [3]. Both used green and red to denote the satisfaction 
and denial of intentions, respectively, based on the colors 
of a traffic light. Varnum et al. proposed using colors to 
help stakeholders interpret the evidence pairs used in Tropos 
for intention evaluations [45] (see Sect. 2.3 for details). At 
the same time, Oliveira and Leite proposed mapping the 
primary colors onto NFR soft goal labels and contribution 
links, allowing color values to be quantitatively calculated 
and propagated throughout the model [36]. Varnum et al. 
used a static set of colors; whereas, Oliveira and Leite use a 
large range of colors calculated dynamically.

In reviewing these approaches, we chose to first validate 
the coloring approach of Varnum et al. because of its static 
nature, which made it easier to evaluate experimentally and 
understand whether color was an effective approach. Further 
research is required to validate the choice of colors in both 
approaches, and whether the dynamic nature of Oliveira and 
Leite’s approach causes an additional cognitive load that 
reduces the overall effectiveness.

As introduced in Sect. 2.5, Ben Ayed et al.  [6] extended 
the work of Varnum et al.  [45] to allow users to choose 
the color palette beyond the default blue-red palette. In the 
User study (see Sect. 5), only one subject created their own 
palette (shown in 4(d)), creating a green-red palette similar 
to a traffic light used by jUCMNav [2] and TimedGRL [3].

We built on the methodology of similar studies in RE 
for our Experiment (see Sects. 3 and 4), and followed the 
guidance in [41, 46], and [50]. Winkler et al. reported on 
a between-subjects crossover similar to ours with sixteen 
subjects [49]. The authors assumed that the treatment group 
had increased precision and a reduction in time to complete 
the tasks due to working with direct output from the tool; 
whereas, the control group completed the task manually. We 
attempted to control for differences in tool usage by pro-
viding both groups with direct output from BloomingLeaf. 
Noel et al. conducted an experiment with 28 undergradu-
ate students, also using a crossover design. In their design, 
they specified the modeling method used as a factor and the 
experimental problem used as a blocking variable to isolate 
task influence [34]. Ghazi et al. reported a study compar-
ing two navigation techniques for requirements modeling 
tools [17]. They used time limits to motivate the participants 
to work as fast as they would on real tasks in industry, giving 
the subjects about five minutes to try out the tool. However, 
this may force subjects to work faster, which may result in 
worse results. To prevent this, we let the subjects take the 
time needed to review the training documents since our 
population comprised new learners. Santos et al. presented 
a quasi-experiment to explore the interpretability of iStar 
models given different concrete syntax [38]. Subjects were 
tasked with identifying defects in a goal model, a task we 
did not include in our study as it may have been too difficult 
for new learners and increased their fatigue.

For the User study, we conducted an experimental simula-
tion [43] to mimic stakeholders engaging in GORE activities 
with a trained modeler. In designing the modeling session, 
we reviewed the work of Horkoff and Yu [27], who exam-
ined interactive analysis of iStar and the later extension of 
iStar by Horkoff et al. to incorporate creativity triggers [26]. 
We also reviewed the work on eliciting contribution rela-
tionships by Liakos et al.  [28]. We compared each of these 
approaches with the methodology proposed for the Evolving 
Intentions framework [22]. Additionally, we examined and 
built upon the existing literature on semi-structured inter-
views and interviews in requirements elicitation. Hadar et al. 
looked at the importance of domain knowledge in require-
ments elicitation interviews  [24]. Zaremba and Liaskos 
described the importance of effective probing methods 
to elicit subject responses [52]. We chose to use subject-
defined scenarios to explore how subjects make decisions in 
a personal context, based on the RE literature and feedback 
from the Experiment study.
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We built on the work of Cebula  et al., who studied 
how eight novice Tropos modelers create goal models for 
decision-making [9]. For a given scenario, four created a 
model by hand, while the other four used BloomingLeaf. 
The researchers also constructed a model using a pre-study 
questionnaire for the same scenario. The subjects were then 
asked to compare the subject-generated and researcher-gen-
erated models and choose their preferred one. The subjects’ 
preference for models were mixed, showing that researcher-
generated base models are adequate and can be used (and 
in some cases, preferred) by users making decisions. While 
Cebula et al. tried to create a near-complete model based 
on user responses, we took a different approach and tried to 
create the minimum base model subjects could expand upon 
in order to see how users interact with it. They also found 
that subjects were able to understand and use goal models, 
as well as extend the researcher-generated model and answer 
questions about major trade-offs.

Outside the field of RE, Clarke and Duimering  [10] 
explored how users experience video games through a 
behavioral study. They interviewed eleven subjects both 
online and in-person using the “echo method” [39], with 
open-ended questions to elicit free responses from partici-
pants on various topics. Their questions were designed to 
investigate both social and technical aspects of the gaming 
experience, which is similar to our exploration of Bloom-
ingLeaf usage and decision-making. While Clarke and 
Duimering were able to conduct interviews over the inter-
net, we conducted all of our sessions in-person to assist 
subjects in modeling and tool usage. Using role-playing, 
Shabtai etal [40] presents a behavioral study of users using 
a web-based interactive program, wherein they play the role 
of a banker approving loans. However, as noted previously, 
we refrained from fictional scenarios to explore the personal-
ized aspects of decision-making.

8  Conclusions and future work

In this paper, we explored how using EVO to visualize evi-
dence pairs impacts an individual’s ability to reason and 
make decisions with goal models that evolve over time. To 
do so, we conducted a two-phased IRB-approved investiga-
tion, first with an Experiment with 32 undergraduate stu-
dents and second with a User study with 11 students (from 
the same population). Using a consistent training protocol, 
we observed similar performance across treatment groups in 
the Experiment and between the samples of the Experiment 
and User study. Each set of groups demonstrated comparable 
proficiency in the initial training modules, establishing a 
baseline for comparison. Subjects were able to learn EVO in 
under ten minutes and use the extension to make decisions.

From the Experiment, we concluded that subjects were 
able to answer goal modeling comprehension questions 
with EVO faster than without EVO but we did not find a 
significant difference between the scores of subjects who 
answered questions with and without EVO. Thus, there 
was no evidence that EVO has an impact on an individual’s 
understanding of goal models. However, subjects had a posi-
tive response to EVO and all preferred the EVO view over 
the control, with most saying that EVO was faster or easier 
to use. In the User study, most subjects preferred to ana-
lyze goal models and simulation results with EVO (specifi-
cally State and Time mode). Subjects who completed the 
in-person session without EVO recognized its benefits as 
well. Thus, subjects across both studies had a preference for 
using color. Finally, our subjects, without prior training in 
GORE, were able to complete the Experiment instrument 
without much difficulty. Subjects in the User study were able 
to extend and personalize a goal model as well as evaluate 
and draw conclusions from its results, demonstrating the 
applicability of BloomingLeaf. While there was no differ-
ence in an individual’s understanding of goal models, the 
preference for EVO from the Experiment and User studies, 
as well as positive comments from subjects in both stud-
ies, may suggest that the value of EVO lies in an improved 
user experience as opposed to a quantifiable improvement 
in understanding. By demonstrating the impacts of EVO, we 
increase the potential of automated analysis techniques in 
Tropos. We share our materials as part of our open-science 
package1.

In future work, we continue to develop EVO and Bloom-
ingLeaf, by implementing the suggestions provided in 
Tables 12 and 15. We can improve the experience for new 
users by implementing an embedded tutorial into Bloomin-
gLeaf and adding a Green-Red (i.e., traffic signal) color pal-
ette to EVO. Future work will explore removing the Percent 
mode, improving the multiple color palettes, and validat-
ing the use of EVO when users create their own simulation 
paths [5].

In future work, we intend to replicate our Experiment 
study in order to establish external validity (see Sects. 6.1 
and 6.3.4) with subjects in a different context. For example, 
it would be helpful to repeat these studies with trained mod-
elers and practitioners in industry. Further, since this study 
was conducted at a women’s college, it would be immedi-
ately beneficial to replicate these results at a co-educational 
institution. Replicating our User study with more compre-
hensive debriefing questions would be beneficial to under-
standing subjects’ choices during the in-person session, as 
well as in establishing a comparison between studies. It 
would also be helpful to run a similar study where subjects 
participate over multiple sessions. Additionally, future work 
includes conducting case studies of real groups in early-
phase RE using EVO. Other work includes investigating the 
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scalability of model analysis with EVO and whether there is 
an increased benefit to EVO with larger models. For exam-
ple, we did not observe variations in subjects’ score in the 
Experiment with or without the use of EVO. Perhaps with 
more challenging questions or models larger than 30 ele-
ments, any effect of EVO would become evident. Finally, 
we would like to explore the interaction between model size 
and subjects’ level of experience with GORE on the effec-
tiveness of EVO, as well as what subjects focus on when 
modeling and reviewing simulation results (with and without 
EVO) via an eye-tracking study.
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